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Integrating phylogenetic, typological, and neurobiological perspectives on
language
Balthasar Bickel
University of Zurich

A core property of the human language faculty is its intrinsic dynamic. Unlike the commu-
nication systems of other great apes, language is subject to relentless change, yielding
massive typological diversity in its structure. Phylogenetic methods have revolutionized
the way this dynamic can be understood, efficiently separating systematic biases from
random fluctuations in linguistic evolution. Yet results are limited because we have only
access to linguistic evolution since the Neolithic, a period characterized by unusually high
densities and contact between human populations. This makes it unclear whether bi-
ases reflect only recent history or properties of language at the level of the entire species
over its 300-500 ky history. These issues can be resolved to some extent by convergent
evidence from experimentally testable mechanisms that drive biases in observed evolu-
tion, such as a preference for a certain structure (e.g. agent-first sentences) over another
(e.g. agent-last sentences). Biases scale up to the species level if they are grounded
in (neuro)biological mechanisms that fully persist under maximally diverse conditions, in
particular if they persist under adverse conditions, where for example current usage fre-
quencies in a language are at odds with the proposed mechanism. In my talk | will re-
view recent work along these lines, highlighting the methodological developments that
are needed for fully integrating the phylogenetic-typological perspective on language with
the neuroscience of language comprehension and production.
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Advances in experimental techniques for testing links between human language
and cognition

Jennifer Culbertson
University of Edinburgh

Human languages exhibit striking variation. At the same time, certain linguistic patterns
crop up again and again, while others seem to be extremely rare. What these tantalis-
ing observations tell us about human language is one of the most contentious questions
in linguistics. Do similarities between languages reflect a special capacity for language
that has evolved only in humans? Do they reflect more general features of the human
mind, potentially shared with our ancestors? Are they just down to accidents of history?
Traditionally, linguists have argued for one or another of these answers based on limited
sources of evidence. For example, it is common to base claims on small samples of lan-
guages, case studies of how a handful of languages change over time, or examples of
how individual languages are learned. In this talk, | highlight a growing body of research
using a different approach: artificial language experiments. | show how this approach can
be used to bring crucial empirical evidence to bear on how language is shaped (or not!)
by the human linguistic and cognitive system.
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From lexicon to eye-tracking: methodological pathways to understanding the
encoding of speed in language

Piia Taremaa
University of Tartu

This lecture presents a multifaceted exploration of the linguistic encoding of speed within
the motion domain, using case studies from Estonian. The investigation is guided by
two primary questions: how is speed expressed in motion descriptions, and do these lin-
guistic realisations of speed reflect grounded cognition? To address these questions, the
presentation introduces a selection of methodological approaches, each contributing a
unique perspective on the expression of speed in language. For example, lexical analysis
— combining dictionary searches with corpus-based techniques — reveals imbalances in
the frequency and variety of expressions for fast versus slow motion. Behavioural profil-
ing within corpus data uncovers patterns in clause structure and biases toward spatial or
manner encoding. Complementing these analyses, rating experiments are used to assess
speakers’ intuitions about word meanings along the speed dimension. In a more dynamic
setting, elicited language production using visual stimuli reflects the influence of speed on
both the content and delivery of motion descriptions. Additionally, reaction time measure-
ments offer insights into the cognitive processing of fast versus slow motion terms, while
eye-tracking data sheds light on how attention is distributed during language comprehen-
sion involving speed cues. Overall, the presentation emphasises the complementary na-
ture of these methodologies and argues for the benefits of multi-methodological research
designs. It advocates for converging evidence as a cornerstone of robust linguistic anal-
ysis.
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Authors:

Aigro, M. Taremaa, P. Pilvik, M.-L. LOo, K. Mackiewicz, J. Chuprina, A. Milin, P. Vihman, V.-A., Divjak, D.

Native-like eye movements: Investigating L1 and L2 processing of
pronominal subjects in Estonian

Many languages enable speakers to encode subject person information twice, meaning that, in
addition to mandatory verbal morphology, subject person information may also occur as a
separate pronoun, as in (1) in Estonian.

(1) Ma  armasta-n kiipsise-i-d.
1SG love-PRS.1SG cookie-PL-PAR
‘I love cookies.’

However, such languages vary in terms of the extent to which speakers use pronominals to
express subject information. In addition, while certain fundamental cognitive factors are likely to
encourage the occurrence of pronouns cross-linguistically, pronoun use in different languages is
likely to also be regulated by language-specific contextual conditions.

This study uses eye-tracking to compare the ways in which Estonian L1 speakers and Russian
speakers using Estonian as L2 process subject pronouns or the lack thereof in Estonian. Each
participant was shown written stimuli adapted from spoken corpora transcriptions. Spoken data
was preferred as pronoun use may be subject to editing in written language, which may affect
the contexts in which pronouns are used and omitted.

First, stimuli only involve contexts which feature pronouns significantly more frequently in
Estonian than in Russian (1SG, 2PL). This enables us to investigate a possible L2 effect in
processing overt pronouns, namely one where explicit pronouns would hinder L2 reading
measures in the given stimuli more than L1 reading measures.

Second, half of the stimuli each participant saw included manipulation, meaning that either an
originally occurring pronoun had been deleted, or one had been provided where originally there
was none. This allows us to first establish eye-tracking with naturalistic stimuli as a fruitful
method for tracking the conditions facilitating syntactic variation in language, by showing that L1
speakers’ reading measures are sensitive to manipulations. Furthermore, it also allows us to
investigate whether L1 speakers are more sensitive to pronoun manipulation than L2 speakers,
as the latter’s sensitivity to the contextual conditions facilitating pronoun use in Estonian can be
expected to be reduced.
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In addition, we collected various proficiency indicators from all L2 participants to see if both
hypothesised effects — L2 speakers being more sensitive to pronoun use, but less sensitive to
manipulation of pronoun use — decrease with increased L2 proficiency. If this was the case, it
would demonstrate that being more native-like in their linguistic usage patterns also means that
their eye movements and the processing patterns they imply become more like those of L1

speakers.



= MEDAL Final Conference Alshahrani et al.

The Potential of Animated Videos in The Development of English Tense-aspect Usage for
Saudi EFL Learners
Sarah Alshahrani, Petar Milin, Dagmar Divjak

University of Birmingham
Keywords: tense-aspect acquisition, incidental learning, animated videos, classroom intervention

Implicit learning is the acquisition of knowledge within a natural process without a
conscious awareness of the task of learning while explicit learning tends to be a more
conscious process in which the learner makes judgments of hypotheses to find/acquire the
structure (Ellis & Rebuschat, 2015). Although explicit instruction raises rule awareness, it
doesn’t always lead to full mastery, particularly in complex areas like tense and aspect. In
Saudi EFL classroomes, this reliance on explicit instruction has contributed to learners’ ongoing

difficulties in mastering these grammatical features.

This study examines the role of animated videos in tense-aspect incidental learning
among Saudi EFL learners, comparing the effectiveness of enhanced versus non-enhanced
input. Sixty intermediate-level female students were divided into three groups. Control
Group CG (N=20) learned through reading dialogues that presented tense and aspect
structures in the form of written texts. Treatment Group 1 TG1 (N=20) watched enhanced
animated videos where grammatical features were visually highlighted using colour coding.
Treatment Group 2 TG2 (N=20) viewed non-enhanced animated videos, where target
structures were naturally integrated into the narrative without visual emphasis. Learners'
knowledge was assessed using a forced-choice task, along with grammar judgment and error

correction tasks, before and after the intervention

A Generalized Linear Mixed-Effects Regression analysis showed a statistically significant
improvement in TG2 (p= 0.000007). However, TG1 didn’t show significant changes (p = 0.3),
and CG showed changes but not highly significant (p=0.02). Our study suggests that
instructional interventions should carefully consider input saliency and cognitive load in
incidental learning. It challenges assumptions about the benefits of enhanced input in SLA,
emphasizing the role of naturalistic exposure in grammar learning but also the value of

traditional grammar teaching.

References:

Ellis, N. C., & Rebuschat, P. (2015). Implicit AND explicit language learning: Their dynamic interface and
complexity. In (Vol. 48, pp. 3-24). John Benjamins Publishing Company.
https://doi.org/10.1075/sibil.48.01ell
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Metaphors without Borders : Multilingual Approaches to Metaphor Identification
Bhumika Bhattacharya and Indranil Dutta

Humans use metaphors to convey complicated concepts in more concrete domains em-
bedded in the knowledge of their world. In the conceptual metaphor theory which is re-
garded as the main linguistic and cognitive theory behind metaphors (Lakoff and John-
son, 1980; Lakoff, 1993), it is understood that metaphors are primarily a mental activity,
and language is merely a side effect of these conceptual metaphors. From this theory
it is extrapolated that metaphors are agnostic in regards to syntactic structure, that is, a
conceptual mapping can be expressed through any syntax that the speaker uses. This
is a fundamental challenge for computing: how to operationalize a deeply cognitive phe-
nomenon in systems that process primarily statistical regularities of language. For the past
two decades, syntactic and semantic heuristics have dominated computational metaphor
detection, a system using lexical features, part-of-speech tags, and dependency relations.
While these approaches yielded moderate success, they do not capture the generalizabil-
ity and flexibility of metaphoric cognition, especially with low-resource languages lacking
in annotated corpora.

This poster examines whether multilingual training can improve the detection of
metaphors, which are cognitive and thus language-agnostic phenomena and try to pos-
tulate that training in multiple languages enhances model performance in each language
relative to monolingual training, building on recent developments in metaphor detection
that combine transformer-based models with linguistic theories like the Metaphor Identi-
fication Procedure (MIP). To ensure reproducibility, | will replicate recent benchmark ex-
periments using publicly accessible code and datasets. All pre-processing scripts, trained
models, and code will be publicly available. | will also assess transfer performance on a
small manually annotated Hindi dataset (adapted from existing parallel corpora) and refine
multilingual transformer models (MBERT, XLM-R) on English benchmark datasets. Using
the Metaphor Identification Procedure (MIP), | will then generate a pilot dataset of about
500 Hindi metaphors.

This research aims to highlight metaphor detection as a cognitively universal task and ar-
gue that metaphor detection can benefit from cross-lingual conceptual mappings. Robust
models built with the aim of accurate metaphor detection will enhance downstream ap-
plications such as sentiment analysis and misinformation detection. By examining cross-
lingual architectures, this research will not only contribute to computational metaphor pro-
cessing but also attempt to build more generalizable models.
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Acquisition of negation in Mongolian using the Sketch Acquisition approach
Dorjderem Byambasuren, Shanley Allen and Dorjderem Byambasuren

Negation structures are typically assumed to be one of the complex constructions in child
language (Tagliani, Vender, and Melloni, 2022). Although the acquisition of negation has
been extensively studied in a number of different languages such as English (Klima and
Bellugi, 1966), German (Hummer et al., 1993), Japanese (McNeill & McNeill, 1973), and
Korean (Choi and Zubin, 1985), very little is known about how children acquire negation in
morphologically complex languages. Mongolian is an agglutinative language that allows
a variety of negative markers, including negative particles, auxiliaries, and suffixes. In this
study, we examine the development of negation structures in Mongolian-speaking chil-
dren aged 1,8-4;0 and their caregivers by analyzing six hours of spontaneous naturalistic
speech data to determine the trajectory of development. The data from 10 children, living
in urban and rural communities of Mongolia, were processed following the guidelines of
the Sketch Acquisition Manual (Defina et al., 2023). We found that negation constructions
were present from 1;8 and increased with age. Negation particles were acquired first,
followed by auxiliary verbs and grammatical morphemes, consistent with the finding that
analytic forms emerge earlier than synthetic forms. Children used postverbal negation
with suffixes more frequently than preverbal negation particles, consistent with the use
of caregiver input. Finally, the development of negation functions followed the sequence
from rejection to non-existence to denial, which aligns with patterns observed in other
languages. These results shed light on Mongolian acquisition in general and in relation
to caregiver speech and contribute to the understanding of how negation is acquired in
agglutinative and morphologically complex languages.
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Multimodal Synchronization in Children’s Peer Conversations: A Data-Driven Analysis of
Motion and Language

Understanding synchronization in communication, both verbal and non-verbal, is crucial for
gaining deeper developmental insights in preschool children. Verbal synchronization involves
adjusting speech patterns to align with conversation partners, while non-verbal
synchronization includes coordinating physical movements like gestures or spatial distance.
The development of synchronization in conversation among peers is a multimodal process,
intertwining linguistic and non-linguistic modalities. This study explores the emergence of
conversational synchronization by examining both motion and language in a peer-talk corpus
of 60 Hebrew-speaking children, divided into four age groups (3;0-3;6, 3;6—4,0, 4;,0-5,0,
5,0-6;0, five triads per group). Approximately 15 hours of synchronized audio and video
recordings were processed using Al-driven tools, enabling detailed tracking of the children’s
physical proximity and their referring expressions—ranging from zero reference, to
pronouns, to full lexical nouns with various morphosyntactic features.

Quantitative analyses reveal that when children are closer together, they favor less explicit
referential forms, whereas greater distance brings more explicit lexical choices to the fore.
Notably, specific morphosyntactic constructions (such as zero reference in past-tense verbs
or second-person imperative forms) show varying correlations with distance at different
ages. These patterns often take on U-shaped or inverted-U trajectories: both younger and
older children link their language choices to spatial distance, whereas intermediate-age
groups exhibit weaker correlations. Furthermore, the variance in distance itself follows a U-
shaped curve across ages—peaking around 3;0, dipping between 3;6 and 5;0, then rising
again by 6;0—indicating an initial period of broad spatial exploration, a phase of relative
convergence, and a return to more variable physical positioning. By contrast, variance in
linguistic features generally decreases over time, suggesting a tightening range of referential
strategies in the face of changing social dynamics. Taken together, these findings align with a
psychologically motivated, cognitively grounded perspective on information processing,
indicating that as children refine their discourse skills, they continue to adapt how they
manage proximity—albeit in an increasingly structured manner.

Methodologically, this work illustrates the power of integrating motion energy analysis with
corpus-based annotation to unravel the multimodal fabric of early peer interaction. By
documenting how children’s physical and linguistic behaviors evolve in tandem, this study
illuminates not only the emergence but also the progressive development of conversational
synchronization. The findings highlight both stable patterns and renewed exploratory phases
as children navigate the complex trade-offs between referencing efficiency and social
engagement. Moreover, our results emphasize that children’s capacity to coordinate bodily
motion with referential precision strengthens over time, offering new insights into how
synchronized interaction evolves in parallel with communicative skills.
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Negative Markers Variation in Cangin Languages: A Comparison between Paloor,
Noon, and Saafi

Anna Marie Diagne

This presentation offers a comparative description of verbal negation structures in three
Cangin languages spoken in Senegal: Paloor, Noon, and Saafi. The study focuses on
identifying negative morphemes, their syntactic placement, and differencies observed be-
tween these closely related languages. Drawing on oral corpus data and existing gram-
matical descriptions, the analysis highlights both morphosyntactic convergences and di-
vergences among them, while contributing to a broader documentation of negation sys-
tems in Atlantic languages.
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Negation in Turkish Sign Language: A Corpus-Based Analysis of Manual and
Nonmanual Markers

This study investigates the frequency and distribution of negation markers (both manual and
nonmanual) in Turkish Sign Language (TID). Negation, a universal linguistic phenomenon,
demonstrates significant variation across signed languages (SLs), revealing unique typol ogical
patterns. For example, some SLs mainly employ nonmanua markers (e.g., headshake), while
others have been shown to rely mainly on manual negators. TID has traditionally been
classified asbeing thelatter type, i.e., amanual-dominant SL (Zeshan, 2006). The present study
explores this classification from the perspective of corpus linguistic research.

For this study, data from a subset of an existing corpus was used (Dikyuva et a., 2017). The
data is composed of video recordings of 66 participants involved in semi-structured
conversations, recorded using two cross-positioned cameras that more accurately capture not
only the manual signs but also the nonmanual aspects of their communication. The data was
then annotated using ELAN software, focusing on tier-based GLOSS analysis (Crasborn &
Sloetjes, 2008). The negation-related annotations identified 16 different manual signs, and 13
nonmanua markers (NMMs). The NMMs include head movements, brow movements, and
mouth gestures. In the majority of negation statements (83.91% of all annotated negation
statements), manual and nonmanual forms were used simultaneously, requiring a modified
coding system to more efficiently code them. This modified coding system allowed usto do a
more in-depth examination of the combined use of manual and nonmanual markers.

Using the previously annotated TID corpus, we coded 1,418 negative clauses and identified
three categories: @) NM marking only (81 / 1,418 cases. 5.72%); b) manual marking only (148
/ 1,418: 10.37%); and c) combined use of manual and NM markers (1,189 / 1,418 cases.
83.91%). We will discuss the four most commonly found manual negators:. the basic negators
DEGIL-1 (NOT-1) and DEGIL -2 (NOT-2); the negative existential Y OK (NOT-EXIST); and
the negative adverbial HIC (NEVER). We will aso discuss the use of NMMs with these
manual negation forms. Our findings clearly show that TID negation is mostly expressed by
using a combination of both manual negators and NMMs.

While our anal yses seem to underscore TiD’s classification as a manual-dominant SL, it isalso
clear that the majority of cases still included NMMs. The frequent co-occurrence of NMMs
with manual negators further suggests that TID features a hybrid system (Makaroglu, 2021),
thus challenging the traditional dichotomy. Our functiona analysis of the role of NMMs in
TID negation thus sheds new light on discussions regarding the typology of TiD.

Crasborn, 0., & Sloetjes, H. (2008). Enhanced ELAN functionality for sign language coropora.

Dikyuva, H., Makaroglu, B., & Arik, E. (2017). Turkish Sign Language Grammar. Ministry of Family and
Social Policies, Ankara: Fersa Ofset.

Makaroglu, B. (2021). A Corpus-Based Typology of Negation Strategies in Turkish Sign Language.
Dilbilim Arastirmalari Dergisi, 2021, 111-147. https://doi.org/10.18492/dad.853176

Zeshan, U. (Ed.). (2006). Interrogative and negative constructions in sign languages. Ishara Press.
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Exploring the neural signature of implicit morphological language learning
abilities: the role of resting state beta waves in mastering subject-verb agreement
in a morphologically complex language

Dagmar Divjak, Petar Milin and Kiran Pandurang Phalke

While most EEG studies on language have analysed time data, there is evidence from
the analysis of frequency data suggesting that it is in fact resting state alpha waves that
accurately predict language learning abilities (Prat et al. 2016). However, the tests admin-
istered in Prat et al. (2016) essentially equate language learning with vocabulary learning.
While lexical development is no doubt crucial for L2 development, for many languages, the
challenges inherent in lexical development are eclipsed by those inherent in morphology
and syntax.

To start bridging this knowledge gap, we repeated the controlled language learning task
presented in Ez-zizi et al. (2024) while recording cortical brain activity via 64 electrodes
using an ANT Neuro mobile kit with a 500Hz sampling rate, both during a 5-minute resting
period before the experiment and during training. We recruited 30 monolingual participants
with British English as their first language, aged 18 or over, neurotypical, without learn-
ing disabilities and with normal or corrected-to-normal vision. Participants were taught
Subject-Verb agreement via an implicit pseudo-artificial language learning task modelled
on the plural past tense in Polish which boasts virile and non-virile past tense endings.
First, participants were taught the Polish labels of the different animal and human charac-
ters used in the learning task. During the learning task, participants were presented with
audio-visual scenes representing an action performed by a group of human and/or ani-
mal characters. After training participants were tested on unseen character combinations
carrying out familiar actions, and they were asked to indicate whether a given past tense
form accurately described a scene.

The 64-channel raw EEG data collected during five-minutes of eyes-closed resting-state
at the start of the experiment was processed to obtain power in different frequency bands
using EEGLAB toolbox for MATLAB (v. R2023b). Data from 10 participants had to be
discarded before data analysis, 8 because of poor EEG data quality (recordings with fluc-
tuating or high impedance values) and 2 because of software malfunction (for one of the
memory tasks). The raw power calculated over certain electrodes in frontal (F3, F4, AF3,
AF4, F7, F8), central (FC5, FC6), parietal (P7, P8), temporal (T7, T8) and occipital (O1,
0O2) brain regions was averaged and converted to logarithmic values. These values corre-
late with accuracy scores from the language learning task: while the multiple-comparison
corrected Pearson coefficients of correlation were not significant, the most significant cor-
relation before the correction was obtained for mid-beta band (15-17.5 Hz) over frontal
(F7) and central (FC6) electrodes. Additionally, raw power over electrodes was converted
to laterality coefficients between pairs of left and right hemispheric electrodes. When these
measures were correlated with language learning task accuracy scores, it was again ob-
served that significant correlation existed before multiple-comparison correction, between
frontal (F3-F4) electrodes in the beta frequency range.

Overall, our EEG results point in the direction of beta frequency band over frontal elec-
trodes being most useful in predicting the language learning task scores, with lower
resting-state beta band power correlating with overall higher test scores. We will discuss
these findings and their implications for the study of language learning.
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The role of the face in language emergence

The primary mode of (early) human communication is face-to-face interaction, involving
multimodal and meta-communicative signals such as facial expressions (Vigliocco et al., 2014). It is
widely recognized that such facial signals support communication in existing languages by e.g.
facilitating the prediction of upcoming utterances, repair and backchanneling (Micklos & Woensdregt,
2023; Nota et al., 2021). These kinds of processes likely also play a role in the pragmatic inference
relevant to coordinating on novel linguistic variants (Healey et al., 2007; Micklos et al., 2018). However,
communication experiments that simulate the process of coordinating and converging on novel linguistic
variants often overlook the role of such signals. Even more strikingly, many of these experiments are not
conducted in a face-to-face context.

To address this gap and explore the role of facial signals in language emergence, we combine
methods from research on multimodal communication with a traditional communication game paradigm
commonly used in language evolution experiments. We manipulate facial visibility in a between-subjects
design (34 dyads total) yielding two conditions: face visible and face invisible. Dyads repeatedly
communicate about a set of twelve abstract shapes (adapted from Macuch Silva et al. (2020)) while being
video and audio recorded, with roles of director and matcher switching every trial: the director invents
and writes a novel label for the target shape, and the matcher guesses what the target shape is from an
array of shapes upon seeing the label. Writing (and speaking) using existing language was prohibited
during the task. Participants played the game, using the same shapes, over four consecutive rounds.

We focus on two measures and their progression over time across conditions: (1) communicative
success, capturing accuracy of a guess, and (2) convergence, capturing how similarly participants in a
dyad label a shape. We have also conducted a preliminary analysis of response times for guessing and
labeling. Results provide insight into how the presence of facial signals influences communication and
coordination when building a novel communication system, contributing to a deeper understanding of the
face’s role in language emergence.

Participants who do not see each other lack access to facial signals that support pragmatic
inference, for example by signalling feedback (Homke et al., 2018, in press), but also confidence
regarding the label or guess (Nolle et al., 2023; Swerts & Krahmer, 2005). We predicted that a lack of
this information would hinder communicative success and convergence. However, we also acknowledge
the possibility that participants could adapt to the absence of facial signals in ways that facilitate
communication, such as using more iconic labels (Roberts et al., 2015; Tamariz et al., 2018) or
meta-communicative vocalizations.

Results show both communicative success and convergence increasing significantly over rounds,
but no significant main or interaction effect of condition (see fig. 1 and 2). However, the face invisible
condition showed significantly more variance with respect to convergence: pairs who could see each
other converged more uniformly, while levels of convergence were more varied across pairs who could
not. Furthermore, a preliminary analysis of guessing and naming times revealed that both were slower
overall when participants interacted face-to-face. Moreover, this effect on guessing times interacts with
communicative success and convergence: trials with incorrect guesses or the use of labels that were less
converged on were much slower when the face was visible compared to invisible.

A highly plausible explanation for the longer response times is the increased processing load that
comes with participants attending to facial signals, especially when they are less confident in their guess.
In addition, the greater variation in convergence in the face invisible condition suggests that emerging
communication systems are more susceptible to variation when facial signals are unavailable. Despite
these observations, the overall similar levels of communicative success and convergence between
conditions suggest that facial signals are not indispensable for success or convergence. We speculate that
participants can adaptively overcome the absence of facial signals through alternative means, such as
using more iconicity or meta-communicative vocalizations. Taken together, these findings suggest that
while facial signals can influence early communication, they are not essential for building a successful
communication system, at least in the written medium. To get a more nuanced understanding of how the
availability of facial signals affects communicative success and convergence, we will explore the role of
meta-communicative vocalizations and iconicity of the labels as potential compensatory strategies, while
also examining the role of facial expressivity in future research.
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Figure 1: Mean proportion of successful trials per round for Figure 2: Mean convergence per round for each condition
each condition in bold, with dyads visualized separately. in bold, with dyads visualized separately.
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A Dataset of Scalar Estonian Document-level Subjectivity Evaluation
Karl Gustav Gailit, Kadri Muischnek, Kairit Sirts

Subjectivity analysisis awell-established task in Natural Language Processing, where subjectivity
describes atext that consists of the author’s thoughts and opinions, meanwhile objectivity describes
a text that contains facts and represents reality. The most common approach to the task of
subjectivity analysis is analyzing the subjectivity of individual sentences, such as the popular
subjectivity dataset SUBJ (Pang & Lee 2004), which consists of sentences from movie reviews
(Iabeled as subjective) and plot summaries (labeled as objective). Subjectivity analysis can aso be
performed on the document level, such as detecting whether newspaper articles are subjective (such
as opinion pieces) or objective (such as news) (Toprak & Gurevych 2009).

To anayze subjectivity there first need to be datasets to analyze subjectivity on and there are two
methods for creating these datasets. The first is using human annotators to assign the texts
subjectivity labels, while the second is using the source of the text as the label — for instance,
labeling movie reviews as subjective and plot summaries as objective. However, the latter method
is much less accurate and therefore unreliable. (Piiban & Steinberger 2022)

While existing datasets generally label subjectivity dichotomically, as either objective or subjective,
humans experience subjectivity more like a scale, where one end is total objectivity and the other
subjectivity. While Likert scales have been previously used in subjectivity analysis (Wiebe 2000;
Escouflaire, Descampe & Fairon 2024), we propose having annotators instead score the
subjectivity of texts on afull numerical scale between 0 and 100, where 0 describes a completely
objectivetext and 100 acompletely subjective text. Using this method, our goal isto create ausable
and versatile dataset for Estonian document-level subjectivity analysis.

The poster presentation shall describe the results of this project, with focus on the correlation
between the annotators. We will aso explore various other aspects, such as correlation between
the annotators scores and aspects of the text itself, including text length and genre. Additionally,
there will be an overview of how annotations vary over time, even with a single annotator.
Sources:

Escouflaire, Louis, Antonin Descampe, and Cédrick Fairon. "Unveiling Subjectivity in Press Discourse: A
Statistical and Qualitative Study of Manually Annotated Articles." Discours 34. 2024.

Pang, Bo, and Lillian Lee. "A sentimental education: sentiment analysis using subjectivity summarization
based on minimum cuts." Proceedings of ACL. 2004.

Piiban, Pavel, and Josef Steinberger. "Czech Dataset for Cross-lingual Subjectivity Classification.”
Proceedings of the Thirteenth Language Resources and Evaluation Conference. 2022.

Toprak, Cigdem, and Iryna Gurevych. "Document level subjectivity classification experiments in deft’09
challenge." Actes du cinquiéme DEfi Fouille de Textes: 91. 2009.

Wiebe, Janyce M. "Learning Subjective Adjectives from Corpora." 2000.
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Combining EEG and eye tracking: from study design to data analysis
Maria den Hartog and Andreas Woélfle

Linguists have various methods at their disposal to investigate language processing, in-
cluding electroencephalography (EEG) and eye tracking (ET). Event-related potentials
(ERPs) recorded using scalp EEG measure the brain activity which occurs following a
(language) stimulus. In ET, cognitive processes are inferred from eye movements. Eye
movements are generally regarded as detrimental to ERP measurements, because the
electrical activity generated by eye movements obscures the electrical activity stemming
from the brain (Luck, 2005). To circumvent this problem, words are often presented us-
ing a rapid serial visual presentation (RSVP) paradigm for ERP recording. However, eye
movements naturally occur during normal reading and the onset of a fixation on a word
means that word can start to be processed in the brain. This principle has been fruitfully
utilized to compute fixation-related potentials (FRPs; Baccino & Manunta, 2005; Degno
& Liversedge, 2020). FRPs are ERPs where the “event” used for the computation of the
ERP is the fixation on a target word.

We illustrate the methodological challenges and opportunities of FRPs via a study examin-
ing the effect pronouns of address in German (den Hartog et al., 2024). This study centers
around the question: does the choice for a formal (‘Sie’ you; V) or informal (‘du’ you; T)
pronoun of address affect how short emotional narratives are processed? We consider all
the methodological steps taken to answer this research question, from the study’s design,
to its practical implementation and the data analysis pipeline required to synchronize the
EEG and ET data streams. We also provide instructions on how to construct and analyze
a combined EEG and ET experiment using conventional EEG and ET software: SR Re-
search Experiment Builder and Data Viewer, BrainVision Recorder, MathWorks MATLAB
with the FieldTrip toolbox (Oostenveld et al., 2011), and R.

Starting with study design, the combination of EEG and ET allows more naturalistic stimuli
to be used than regular ERP studies might employ. Participants in our study read short
narratives in which positive or negative emotions are conveyed, with each story presented
in full on a computer screen. We share our considerations regarding the physical proper-
ties of the stimuli, which can affect low-level processing. We also show how to create a
marker in the EEG recording at the start of stimulus presentation to synchronize the EEG
and ET signals, and how to create markers in the EEG recording contingent on fixations
to a word to use in the analysis later on. Moving to the practical implementation of the
experiment, we show the physical setup of our experiment and the challenges we faced
connecting the EEG and ET systems in the lab. Next, we discuss our analysis pipeline.
Data analysis starts with the extraction of the ET data in Data Viewer and its integration
into the EEG data in MATLAB. We discuss how to assess the degree of synchronization
between the EEG and ET systems and how the ET data can be used in the EEG analysis
to handle eye movement artifacts. Finally, we discuss how the resulting FRPs can be an-
alyzed using cluster-based permutation testing in MATLAB, or using parametric methods
by exporting the data to R.
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From motion to marking: an artificial language learning study on differential

argument marking

Many languages exhibit Differential Argument Marking (DAM), most commonly in the
form of Differential Object Marking (DOM) and less frequently Differential Subject Marking
(DSM) (Bossong, 1985; Aissen, 2003; Witzlack-Makarevich & Serzant, 2018). Accounts
grounded in communicative efficiency propose that languages expend more coding in less
expected configurations—e.g., atypical pairings of roles and referents—thereby increasing
predictability (Gibson et al., 2019; Haspelmath, 2019, 2021a,b; Levshina, 2021). Yet such
accounts alone do not explain why DOM is cross-linguistically more common than DSM
(Holmes & Vihman, 2025). We argue that the asymmetry reflects the interaction of (i)
a general bias toward accusative alignment and agent-centered construal (Comrie, 2013;
Longenbaugh & Polinsky, 2017) and (ii) a metaphorical extension from motion to transitive
events, whereby goals more readily map onto patients and sources onto agents (Barany, 2018;
Motamedi et al., 2021).

We test these predictions using an artificial language learning paradigm with directional
and transitive constructions. During training, goal/source markers appeared only in direc-
tional clauses; transitive clauses were unmarked with flexible word order (50% SOV, 50%
OSV). In a subsequent comprehension test, participants saw novel transitive sentences in
which one argument was unexpectedly marked: in one group with the goal marker, in an-
other with the source marker. Native speakers of Thai (analytic, neutral alignment) and
Estonian (rich morphology, accusative alignment) were tested to probe cross-linguistic ro-
bustness (Bisang, 1991; Iwasaki & Ingkaphirom, 2007; Kont, 1963; Tamm, 2004).

Results showed an overall bias to interpret marked arguments as patients, consistent with
an accusative-leaning preference. Critically, only the goal-marking condition exhibited a
positive relationship between accurate learning of the locative function and patient interpre-
tations in marked transitives, suggesting that goals extend more readily to patient-marking
than sources to agent-marking. Exposure to goal-marked transitives also increased SOV
interpretations of unmarked transitives, indicating an interaction between role marking and

unmarked word-order preferences.

These findings provide experimental support for asymmetric extensibility from motion to
argument marking and help explain the greater prevalence of DOM relative to DSM. By
linking predictability-based marking to alignment biases and to the semantics of locatives,
the study offers preliminary evidence for why object-marking systems are more likely to arise

and stabilize cross-linguistically than subject-marking systems.
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Collostructional analysis of the Finnish simile construction using different
association measures

Jenni lhanus

My talk will deal with the application of collostructional analysis (e.g. Stefanowitsch &
Gries 2003) to the study of the Finnish simile construction [X tekee jotakin kuin Y] ‘X does
something like Y’. The aim is to identify the verbs that Finnish speakers are most likely to
associate with this construction, and collostructional analysis is a promising tool for corpus-
based assessment of the entrenchment of the relationship between a verb and the target
construction (see e.g. Gries, Hampe & Schonefeld 2005; Stefanowitsch & Flach 2017).
However, there are several methodological options for conducting the analysis, and my
talk will focus on how the choice of the association measure (AM) affects the results of the
analysis (on this topic, see e.g. Wiechmann 2008). The AM is used to obtain the ranking
of the verbs.

The AMs | compare are the widely used log-likelihood value, which gives weight to the
frequency of co-occurrence of a construction and a verb, and the log odds ratio, which
measures association more clearly (Gries 2022). My data consists of about 2,000 in-
stances of the simile construction [X tekee jotakin kuin Y] from a corpus of journalistic
texts (Yleisradio 2025). | consider both established (“nukun kuin tukki” ‘I sleep like a log’)
and new similes (“algoritmi toimii kuin anopin kakkuresepti” ‘the algorithm works like a
mother-in-law’s cake recipe’) as instances of the target construction.

The results of the collostructional analysis differ considerably when different AMs are used.
When the chosen AM is the log-likelihood value, the verbs most strongly associated with
the simile construction are verbs that express the behaviour or action of the subject (e.g.
“kayttaytyd” ‘behave’, “toimia” ‘act’ ‘work’). These verbs are also the most frequent verbs
in my data. The high frequency is at least partly explained by the fact that the verbs
“kayttaytya” and “toimia” are generic and polysemous in meaning, which makes these
verbs suitable for a wide range of purposes. On the other hand, when the chosen AM is
the log odds ratio, the verbs most strongly associated with the target construction are quite
specific in meaning, rarely used in journalistic texts and often part of established Finnish
similes. These verbs include, for example, frequentative verbs such as “putkahdella” (‘to
repeatedly crop up’) and verbs such as “sihistd” ‘hiss’ and “vapista” ‘shake’.

Although both AMs produce interesting results, it is impossible to judge, without other
evidence, which one is better at predicting the verbs that language users associate with
the simile construction. Presumably, different types of frequency information contribute
to the entrenchment of linguistic items, and different factors, such as the salience of the
linguistic expression, are involved in this process (e.g. Divjak 2019: §7; Stefanowitsch &
Flach 2017). The next step is to use the results of the collostructional analysis of the simile
construction in further research, for example in production tasks aimed at language users.
This seems to be fruitful if attention is paid to how the chosen AM affects the results of the
analysis.
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Developmental Trajectories in Speech-Brain Coherence: Investigating its continuum
and correlation to language acquisition

One of the most fascinating recent discoveries in neurolinguistics is that neuronal oscillations
synchronize with external signals like speech. In early child development, this is crucial for
better understanding language acquisition milestones, such as the ability to segment continuous
speech into smaller linguistic units!. Studies on infants show that infant-directed speech
amplitude modulations are particularly strong around certain frequency ranges, corresponding
to stressed syllables and syllables. This early entrainment suggests that infants are able to
neurally track speech, thus supporting early language development. Indeed, the initial literature
in this field indicates a link between speech-brain-coherence and early language acquisition®.
This speech-brain-coherence facilitates temporal alignment of the brain to specific frequencies.
Such alignment enables maximizing attention to linguistic features that aid in speech
segmentation® °. This might suggest that infants with greater tracking may have an early
advantage for language acquisition. However, the evidence for this linking hypothesis is to date
poor and, crucially, hardly ever investigated through a systematic and longitudinal approach.

Herein, we longitudinally assess whether individual neural tracking of speech trajectories
relates to individual differences in later language skills. Two key questions are asked: (i) How
does neural tracking change in early brain development (6, 9, 12 months of age)? (ii) How does
the speech-brain-coherence relate to concurrent language acquisition and to later language
growth (measured in the second year of life)? We expect that at different ages, different rates
might drive tracking mechanisms. Moreover, those children with better tracking abilities across
early life will show greater language growth/skills in later language measures.

We recently completed EEG data collection (N = 129) from monolingual Dutch infants
while they listen to child-directed stories at three different timepoints in the first year of life (6,
9, 12 months). Additionally, we collected early CDI language development data in the second
year of life (12, 18, 24 months). Speech-brain coherence data will be longitudinally compared
between the three sessions and regressed against language skills in their second year of life. All
collected data will be analysed in the upcoming months.
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When does the pro drop? A case study of pro-drop in Macedonian

In this paper | examine how and when pro-drop occurs in Macedonian (South Slavic).
Macedonian is considered a ‘pro-drop’ language, but thus far there has been no empirical study
on the conditions under which subject expression does or does not occur. Macedonian has
case-marked pronouns and verbal endings marked for person and number. The pronouns are
considered ‘optional’, at least in a semantic sense. This is illustrated in example 1.

1) (Jas) oda-m doma.
1SG.NOM go.IPFV-PRS.1SG  home
‘l am going home.’

To see how often ‘pro-drop’ actually occurs, | conducted a corpus study of the Macedonian
narrative corpus of the SpeechReporting database (Jordanoska 2023). The total length
comprises about 2 hours and it contains about 15.000 words. To make the data comparable to
the ones used by Piivik et al., (submitted), the dataset was restricted to verbs with a first or
second person ending. This resulted in 731 verbs, the precise distribution of person and number
of which is shown in Figure 1.

Desininibads of porsio e M 17 et

Figure 1: Distribution of verbal endings

As shown in Table 1, of those verbs, only 139 (19%) had an overt subject pronoun, whereas in
592 verb clauses (81%) the pronoun was ‘dropped’.

pronoun 139 (19%)
no pronoun 592 (81%)
total 731 (100%)

Table 1: Percentage of overt pronoun vs dropped pronoun

Thus, the ‘dropped’ subject is the default, and the real question is: When is the subject pronoun
realized? A usual suspect (as suggested in Hyams 1989, Friedman 1993, Gundel et al. 1993,
and Mitkovska, & Buzarovska 2018) for subject expression in Macedonian is information
structure. Friedman (1993:291) suggests that subject pronouns are realized when the subject is
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either a focus or a shifted topic. However, when we look at the discourse conditions under which
subjects are expressed in the corpus, we see that there has to be more to this story than
information structure. Consider example 2.

2) 30 ke me jadi-§? gleda-3 deka jas
why FUT 1SG.ACC eat-PRS.2SG see-PRS.2G that 1SG.NOM
dojdo-v tebe da te kana-m za
come-AOR.1SG 2SG.ACC to 2SG.ACC invite-PRS.1SG for
kum
godfather

‘Why would you eat me? Can'’t you see that | have come to invite you to be a godfather?’
(Macedonian_volkot_kum.30-1)

In (2) the pronoun jas ‘I’ is neither new or contrastive information (focus), nor is it a shifted topic,
as the referent is already given by me ‘me’ in the preceding sentence.

Thus, we have to look at other factors as well. Following the coding scheme proposed by Pilvik
et al. (submitted), the Macedonian data in this paper has been coded for clause type, valency of
the verb, and tense of the verb. The preliminary results seem to indicate that clause type and
valency play a role in the expression of subject pronouns, whereas tense does not.

First, let’s look at clause type. While 246 verbs (33,6%) occurred in subordinate clauses and
485 (66,3%) in main ones across the board, in the verbs with overt pronouns the distribution
was more skewed towards main clauses: of the 139 overt pronouns, 111 (79,8%) occurred in
main clauses, whereas only 28 (20,1%) occurred in subordinate ones. Across the board there
were more transitive verbs (466 or 63,7%), than intransitive verbs (265 or 36,3%). However,
when we look at the verbs with overt subject pronouns, we see that 63 (45,3%) of the overt
pronouns occurred with transitive verbs, and 76 (54,7%) with intransitive ones. Finally, let’s look
at tense. Across the board, 108 (14,8%) verbs were in the past tense versus 623 (85,2%) in the
present tense. Of the verbs with a pronoun, 27 (19,4%) were in the past tense, 112 (80,6%) in
the present. This seems roughly the same distribution as the distribution of verbs across the
board.

Compared to the findings in Pilvik et al. (submitted) and Wilbur (this conference), we first of all
see that the expression of subject pronouns varies greatly across languages and genres. Pilvik
et al. (submitted) found 72% overt subject pronouns for Estonian, 59% for Russian, 11% for
Finnish and 5% for Polish. Wilbur’s (2014) narrative corpus of Pite Saami contained 38% overt
pronouns. Pilvik et al. suggest an influence of genre rather than language family, thus a direction
for future research would be to compare the data in this paper to data from a Macedonian
subtitle corpus. The data suggests that clause type plays a role in Macedonian subject
expression, something that Piivik et al found for Estonian and Polish as well. Tense, on the other
hand, which does not seem to play a role in Macedonian subject expression, does play a role in
Estonian and Russian. Thus, we can conclude from this preliminary data that different factors
play a role in the expression of subject pronouns.
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Distribution of global and local cues in Russian clauses with SVO, OVS and S-drop constructions
In natural communication, speakers balance between communicative success and production ease,
which the message encoding reflects (Horberg & Sjons, 2023). Packaging information asymmetrically
(e.g., given vs. new, often associated with topic and focus, Laleko, 2022) is a strategy so as using cues
helping the addressee build expectations about the sentence structure and its elements’ roles. In event
descriptions, global discourse (e.g., noun phrase (NP) givenness) and local (e.g., animacy) cues help
assign event participants’ roles, encoded grammatically in subjects and objects (Foley, 2007), but the
cues’ strengths differ. The usage-based account predicts that the differences can be inferred from the
cues’ distributions in a corpus. This allowed Horberg (2018) to explore distributional differences of NP
properties in Swedish subject-verb-object (SVO), object-verb-subject (OVS), and passive clauses.
Replicating the finding that fronted objects are often discourse prominent, topical, and given, he also
showed that they signal topic shifts and contrasts. Such new, informationally ‘heavy’ NPs tend to go
with informationally ‘light’ verbs and prominent subjects, showing that speakers prefer to keep the
discourse information flow steady (Horberg, 2018; Fenk-Oczlon, 2001). Does the pattern hold for other
languages, e.g., Russian, whose word order is highly pragmatically motivated (Laleko, 2022)?

In Russian OVS clauses, objects are most often given/topical and subjects are new. Fronted new
objects have also been found, but their function is debated (Slioussar & Makarchuk, 2022). Other factors
(e.g., verb semantics) need more attention. Exploring several factors behind the SOV use in a web
corpus, Slioussar and Makarchuk (2022) found that pronominal, not lexical, objects were fronted
significantly more often. Objects’ givenness (accessibility, assessed via NP modifiers) and focus type
made SOV significantly more probable, but only objects’ givenness was analysed, and other patterns
require examining. To date, there is no systematic research on distributional differences of factors (cues)
for particular Russian word order patterns (Slioussar & Makarchuk, 2022) and other relevant
constructions, e.g., dropped subjects (S-drop) in transitive clauses require to be highly retrievable (i.e.,
given/topical) (Bizzarri, 2015), but to what extent does object’s givenness/prominence play a role?

In this talk, I present the results of an ongoing study on the distribution of discourse (givenness,
pronominalisation, person, definiteness, focus particles) and local (animacy, case, verb semantics,
aspect, tense) cues in Russian SVO, OVS, and S-drop clauses (e.g., Mena ycmpausan epagux, .LACC
approve-of. PSTM.SG schedule. NOM.M.SG and HMuwro Hrvuua obudenu, llya-llyich. ACC.SG
offend.PST.PL). Givenness is assessed within the paradigm combining Prince (1981), Ariel (1990), and
Gundel et al. (1993) (Horberg, 2018). The balanced corpus ‘SynTagRus’ of over 1,000,000 tokens
(Droganova et al., 2018) is used. I expect to find that objects are given/topical/prominent, and subjects
new/focused to a higher degree in OVS than SVO clauses, but fronted new objects, used for topic shifts
or contrasts, with prominent post-verbal subjects might also be frequent. Dropped subjects are likely to
be given/topical/prominent and combine with new/focused objects to a higher degree than non-dropped
ones. Such findings would be in line with the more general crosslinguistic pattern that fronted objects

are more often given than new but also with the discourse information flow balance.
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MultiplEYE: Standardizing Multilingual Eye-Tracking for Global Reading Research

The MultiplEYE project is an international research initiative designed to create a standardized eye-
tracking dataset to advance reading research across multiple languages. A central goal of
MultiplEYE is to assemble an open-access, multilingual dataset that enables cross-linguistic
comparisons by addressing traditional research limitations in eye-movement studies. This
presentation will outline the project's progress and achievements in developing a unified
experimental procedure and stimuli corpus. This includes the development of reading materials,
formulation of comprehension questions, and selection of supplementary cognitive tests. The
network adheres to rigorous data collection standards, meta-data documentation, and the creation
of a custom, open-source preprocessing pipeline.

MultiplEYE distinguishes itself by balancing consistency and diversity. Standardization across labs
ensures that cross-linguistic comparisons are valid. At the same time, diversity in languages, and
participant backgrounds increases the generalizability of the findings. The project covers a broad
linguistic spectrum, including languages from the Indo-European, Uralic, Turkic, Sino-Tibetan,
Semitic, and Eskaleut families, thus filling a critical gap in multilingual eye-tracking research.

Ultimately, the project not only aims to provide a valuable resource for reading research but also to
establish best practices for open research data in the field of eye-tracking. By standardizing data
collection, documentation, and sharing processes, MultiplEYE enhances reproducibility and
reusability of eye-movement data, contributing to the advancement of reading research.

The MultiplEYE network actively welcomes more labs to join this collaborative international effort,
thus fostering global cooperation in reading research across languages and cultures.
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Genderless. Yet Not Neutral: Investigating Gender Bias with a Mixed-Method Approach in
Estonian

Elisabeth Kaukonen

Keywords: ECR, gender, Estonian, corpus linguistics, experimental linguistics

Feminist linguistics posits that language both reflects and reproduces gender-related social
practices, including gender stereotypes (e.g., Cameron 1992; Eckert & McConnell-Ginet
1995; Talbot 1998; Heilman 2001; Mills 2008). While many studies have explored this link
between language, stereotypes and the biases these stereotypes may evoke (Oakhill et al.
2005; Gygax et al. 2008; Garnham & Yakovlev 2015; Molinaro et al. 2016), they have largely
focused on grammatical or natural gender languages, leaving grammatically genderless
languages underexplored.

This presentation addresses this research gap, by investigating gender stereotypes and
bias in grammatically genderless languages, using Estonian as a case study and presenting the
key findings of my doctoral dissertation. The study employs two different methodological
approaches, combining corpus linguistics with a quasi-experimental study. First, data from
Estonian sports news corpora from 2020 and web subcorpora of the Estonian National
Corpus 2023 were analyzed, utilizing corpus linguistics and corpus-assisted discourse studies
(Partington et al. 2013; Stefanowitsch 2020). The findings reveal how Estonian
gender-marked vocabulary conveys societal roles associated with men and women. Second, a
Likert-scale survey was conducted, to investigate gender perception of Estonian occupational
titles. The survey results, based on the responses from 581 participants, complement the
findings from the corpus study and illustrate how gender-marked language influences the
gender perception of native speakers. This mixed-method approach highlights how gender
stereotypes manifest in a grammatically genderless language, challenging the assumption that
such languages are more gender-neutral (Prewitt-Freilino 2012). Furthermore, the
presentation will underscore material for future research by outlining potential experiment
designs, such as the sentence evaluation task (see Oakhill et al. 2005; Gygax et al. 2008;
Hammond-Thrasher & Jarvikivi 2023), that can provide deeper insights into the perception of
gender.

Ultimately, this research underscores that grammatically genderless languages, like
Estonian, can exhibit gender bias comparable to gendered languages. By addressing these
issues, this research contributes to a broader understanding of how gender operates across
different languages and cultures.
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Investigating shared syntax in Spanish-English bilinguals and bilingual cognitive
models: Code-switching increases cross-language structural priming

After hearing a grammatical structure in one language, bilinguals become more likely to produce that
structure in their other language. This cross-language structural priming phenomenon is commonly
interpreted as evidence for shared syntax in bilinguals [1,2]. However, bilinguals mix languages in ways
that do not always follow the script of typical cross-language structural priming experiments [3]. They
not only switch languages between, but also within sentences. We hypothesize that code-switching in
the prime sentence increases implicit learning of shared syntax, leading to stronger cross-language
priming compared to single-language primes. We test for this effect in an implicit learning model of
priming [4] and in Spanish-English bilinguals from the US.

We conducted four simulated structural priming experiments, using instances of the Spanish-English
Bilingual Dual-path model [5], which was previously used to simulate both code-switching [5] and
cross-language structural priming [6]. Following [6], we trained model instances on artificial versions of
Spanish and English, to be used as simulated participants. In a structural priming experiment, these
simulated participants were presented with Spanish active or passive primes before producing English
transitives. The primes either had an English (code-switched) determiner and noun (Examples a,b) or
noun only (c,d), or were entirely in Spanish (e). Code-switches were at the beginning (a,c) or the end of
sentences (b,d).

Examples

(a) “the boy empuja el juguete”
(b) “el nifio empuja the toy”

(c) “el boy empuja el juguete”
(d) “el nifio empuja el toy”

(e) “el nifio empuja el juguete”

Only with a code-switched determiner and noun at the beginning (a), structural priming was increased
compared to entirely Spanish primes (visualized by the graph on the left in Figure 1) as evidenced by a
significant positive interaction between code-switch condition and priming (Est. = 0.18, p =< 0.001) in
our mixed effects analysis. We therefore used code-switched primes of type (a) in our follow-up
experiment with human participants.

We tested for the interaction between code-switching and prime structure in 190 Spanish-English
bilinguals in the US. In a pre-registered online experiment (https://aspredicted.org/WQG_Z9S),
participants wrote 60 English picture descriptions after hearing active or passive primes that were
entirely Spanish or code-switched. As predicted by the model, the experiment revealed that structural
priming in participants was stronger after code-switched compared to entirely Spanish primes (visualized
by the graph on the right in Figure 1) as evidenced by a significant positive interaction between
code-switch condition and priming (Est. = 0.15, p = 0.002) in the mixed effects analysis. Together, these
results suggest that processing code-switches in a prime sentence can result in increased prediction
error, which in turn can lead to increased implicit learning of shared syntactic representations, resulting
in stronger cross-language structural priming. These results also demonstrate that the Bilingual
Dual-path model can be used to predict novel psycholinguistic effects in human participants.
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Fig. 1 Results from the Simulated Experiment, graph on the left, and Behavioral Experiment, graph on the right, with code-switched determiner
and noun at beginning of prime sentence, in the left panels, see Example (a), compared to non-code-switched primes, in the right panels. The
thick black lines visualize the priming effect across all analyzed trials by connecting the percentage of passive responses after active primes to
the percentage of passive responses after passive primes. The thin grey lines show the same for each individual (simulated) participant.
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Gender Differences in Spoken Estonian: Exploring Politeness Markers
Sofia Kriuchkova

As social norms often differ by gender, it is expected that men and women perceive polite-
ness differently. Observations suggest that women tend to be more polite, as femininity
is traditionally associated with softness and compliance. Women also often make more
effort to participate in conversations. (Fishman, 1983) Key studies of the differences in po-
liteness strategies between men and women demonstrate that, compared to men, women
are more likely to use pragmatic particles, negative-politeness strategies, the subjunctive
mood, a higher number of compliments and apologies, and facilitative tag questions (e.g.
Berryman-Fink & Wilcox, 1980; Edelsky, 1976). Later quantitative studies in English and
other languages confirm these findings (e.g. Gauthier, 2017; Senkina et al., 2017; Sire-
gar et al., 2023). In Estonian linguistics, attention so far has focused primarily on the
study of politeness markers and their use in various contexts (e.g. Haavel, 2019; Lind-
strdbm, 2009; Pajusalu et al., 2010). However, it has not yet been studied how gender
norms influence the selection of politeness markers. The aim of the planned study is to
identify and describe gender differences in the use of politeness markers in the spoken
language of native Estonian speakers, as well as to compare the findings with the results
established for other languages. Along with gender, age will be taken into account as
an additional factor. Special attention will be paid to teenage speech, as it is assumed
that gender differences are less pronounced in this group than among adult speakers.
The data for the study will be drawn from multiple corpora, including teenage speech and
adults’ everyday dialogues. The methodology will involve corpus analysis with automated
text processing in Python and statistical evaluation. The poster will present the research
design, methodological approach, and expected outcomes. Although the analysis has not
yet been completed, the project aims to contribute to Estonian linguistics and provide a
basis for further research in variational linguistics.
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Creating The Penitentiary Document Corpus Treebank for Late Medieval
Latin

Morpho-syntactic analysis forms the basis of many linguistics research topics be they the
analysis of single linguistics features or the study of entire texts. The aims of this study are
twofold: Firstly, this study describes the creation of a gold standard annotated treebank of
the late medieval penitentiary documents. The penitentiary handled the petitions of the
members of the Catholic church regarding special licences, dispensations and absolutions.
(Salonen & Schmugge, 2009) The documents from four regions, i.e. Medieval Sweden,
Norway, England and Wales have been published as modern editions. These editions have
been turned into a structured machine readable xml-database and published as the PeDoCo
corpus in the Fin-Clarin database (Kupari et al. 2024, forthcoming). From this corpus a set of
1,200 tokens was taken to serve as a sufficient sample to explore the performance of
different state of the art models available (Kupari et al. 2024). We describe in maticulous
detail the process of creating this treebank sample set especially in regards to the syntactic
level. Secondly, we expand the annotation task to the much larger above mentioned 200,000
token PeDoCo dataset using the CoNLL-U format for quantitative analysis..

The PeDoCo texts present several specific challenges for morpho-syntactic parsing and NLP
tasks more broadly. First and foremost, it is essential to recognize that the original texts
contain expanded abbreviations and editorial restorations, which can complicate automatic
processing. Additionally, the pronounced formulaicity of these texts further affects their
linguistic structure. See lllustration 1 for an example with grammatical analysis of such
recurring formulaic expressions in the corpus, highlighting the difficulty of the qualitative
grammatical analysis. The corpus is characterized by a high degree of ungrammaticality,
encompassing a full spectrum of linguistic variation, from conventional usage to severe
deviations. This includes scribal errors, typographical mistakes, confusion arising from the
use of formulaic language, and exceptionally long sentence structures. These features do
not reflect colloquial Latin but rather represent genuine human errors in the transmission of
text.

The PeDoCo corpus thus represents a highly specific genre: a dataset that includes
mistakes and nonsensical elements as an inherent feature. This stands in stark contrast to
Classical Latin textbook texts, which have been emended over centuries. Instead, the
PeDoCo corpus captures the linguistic reality of the papal penitentiary, offering insight into
the challenges and inconsistencies that characterized its documentary practices. The careful
description of these phenomena sheds light into the difficulties of using the Universal
Dependencies framework and the need for discussions on best practices.
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Variation in the Case Forms of Indefinite Pronouns: A Multi-Method Approach
Combining Corpus Studies and Eye-Tracking

Annika Kéngsepp

Variation in the case forms of the Estonian indefinite pronouns keegi ‘someone’, miski
‘something’, kumbki ‘either’, and Ukski ‘none’ has been documented for over a cen-
tury, both in written language (Rull 1917) and dialects (Saareste 1955). This varia-
tion concerns the placement of the -gi/-ki, which can occur after the case ending (e.g.,
kelle-le=gi someone-ALL=CLIT ‘to someone’), before the case ending (e.g., kellegi-
le someone.INDF-ALL), between two case endings (e.g., kelle-le-gi-le someone-ALL-
INDF-ALL), or both before and after the case ending (e.g., kellegi-le=gi someone.INDF-
ALL=CLIT) (Saareste 1923, 1936). The variation has a strong dialectal background: forms
where -gi/-ki is placed after the case ending have historically been prevalent only in South-
ern and Northeast Estonia (Saareste 1955). Despite this, in standard Estonian, the nor-
mative placement of -gi/-ki occurs only after the case ending.

Given that this variation has been systematically studied only in written Estonian (Pant
2018, 2020), this presentation explores the variation using written and spoken data, with a
combination of corpus studies and eye-tracking. The aim of corpus studies was to provide
an overview of the extent of the variation and describe the factors influencing the choice
between the normative and non-normative forms. Since written language limits the factors
that can be examined, studying spoken language was necessary to understand the impact
of sociolinguistic factors and prosody. While the corpus studies provide insights into the
production of forms, eye-tracking offers a complementary view into real-time processing of
varying forms by tracking eye movements such as fixations and regressions during reading
(e.g., Holmqvist et al., 2011). Taking a broader perspective, the eye-tracking experiment
explores how normativity and frequency affect the reading of morphologically varied forms.

The corpus study of written language utilized data from the Estonian National Corpus 2021
(2.4 billion words; Koppel & Kallas 2022). For the corpus study of spoken language, data
was drawn from Estonian Public Broadcasting’s Radio Corpus (109 million words; Lippus
et al., 2023a) and the Estonian Podcast Corpus (85 million words; Lippus et al., 2023b).
The experimental stimuli were based on natural examples from the written corpora and
further manipulated to obtain comparable context length and structure.

The results from the corpus studies indicate that in written Estonian, -gi/-ki is predominantly
placed after the case ending (78.6%), whereas in spoken Estonian, it occurs at almost
equal frequency after (54.2%) and before (43.3%) the case ending. In written language
genre, and whether the text had been edited, was the strongest factor influencing variation.
In spoken language, speech rate emerged as the most influential factor, with faster speech
favoring the placement of -gi/-ki before or between two case endings. (Kangsepp 2024,
2025) Regarding processing, the hypothesis for the ongoing eye-tracking study posits
that there are significant differences between how normative and non-normative forms
are read, especially regarding late measures (see e.g., Godfroid 2020).

The presentation exemplifies how combining methods provides deeper insight into lan-
guage variation and offers a more comprehensive understanding of both the production
and processing of morphologically complex forms.

This work was supported by the National Program: Estonian Language and Culture in the
Digital Age project “Morphosyntactic variation in Estonian” (EKKD-TA2).
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Combining different methods to comprehend Estonian L2 vowel perception
and production

Previous studies (Leppik et al., 2023) have shown that Spanish L1 learners of
Estonian find it hard to differentiate between Estonian mid vowels. While in
production, the learners merge /@/ and /¥/ into an ambiguous mid vowel and often
confuse it with /o/, in perception, they identify /a/ most often as /¥/ and /e/, and only
in 5% of the cases as /o/. This discrepancy between perception and production
suggests that the orthography might have an influence on the production of L2
learners. Furthermore, several studies on other languages have noted the
interference of orthography in L2 production (e.g., Escudero and Wanrooij, 2010;
Young-Scholten et al., 2002). The vowels of Estonian that are new for Spanish L1
learners are presented in orthography with modified Latin letters &, 6, 6, d. Thus, the
learners might simply ignore the diacritics above the letters and merge the unfamiliar
vowel categories with the vowels that are represented with unmodified characters (a,
u, o).

A Visual World Paradigm eye tracking study is being carried out to investigate
the effect of orthography on vowel perception. Eye tracking data gives a possibility to
follow the process that precedes the final decision. The study combines pictures and
printed words which are presented in quadruplets, where every quadruplet contains
a target (e.g., s66k ‘food’), orthographic competitor (e.g., sool ‘salt’), phonetic
competitor (e.g., seen ‘mushroom’) and unrelated distractor (e.g., pall ‘ball’). The
target and competitors always start with the same consonant. Half of the stimuli are
presented as pictures and the other half as printed words. During the experiment the
participant hears a sentence, e.g., ‘Vali pilt, kus on k66k’ (‘Choose a picture where
there is a kitchen’) and has to click on the correct picture (or the printed word).

The paper will present preliminary results from the eye tracking study and
compare the previous results of production and perception with the new data. We
believe that combining data from these three different methods helps to comprehend
better the difficulties of Estonian L2 perception and production and identify aspects
that need more focus in Estonian L2 pronunciation teaching.
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The Emergence of Kinship Terminology: an
Information-theoretic Agent-based Approach

Every society uses a communicative system to refer to members of their family, or kin. A
kinship system consists of a set of words that are used to refer to the position that a family
member occupies in the family tree; for instance, mother, sister or uncle. Evidently, different
languages use different word forms for the same family member (e.g. the English word grand-
mother is amona in Basque). However, cross-linguistic variability exists also at the semantic
level, such that different languages may group family members into different categories. For
instance, English or Dutch use gender-based distinction for grandfather and grandmother, but
—unlike Chinese or Vietnamese— there is no distinction with regards to maternal or paternal side
(Murdock, 1970).

Kemp and Regier (2012) observe that this variation is, in fact, constrained by two principles:
first, a pressure for informativeness, such that communication is possible without too much
ambiguity; and second, a pressure for simplicity that limits the amount of semantic categories,
such that the complexity of the system is bounded. The authors observe that languages exhibit
a (near-)optimal trade-off between these two opposing principles. While similar observations
have been reported in other semantic domains (Carr et al., 2020; Zaslavsky et al., 2018), the
exact source of these pressures is not fully understood, hence such studies used computational
simulations to leverage the influence of different factors like learnability, communicative needs
or channel capacity.

To address this, we propose the following methodological approach. We present an agent-
based computational model that simulates the emergence of a communication protocol (or ‘lan-
guage’) between two neural network agents. We focus on the domain of kinship, hence agents
are trained to develop a communication system to refer to members of their kin. Our agents do
not have any prior linguistic knowledge; therefore, in order to communicate, they send signals
by choosing symbols (‘words’) which are initially meaningless. Over the course of training, we
reward interactions that lead to successful communication, hence over time agents develop a
system of signal-meaning associations that allow them to refer to different members of their kin.
Notably, we do not guide the agents to specific signal choices, thus their behavior emerges from
the combination of learning model and environment. As in Zaslavsky et al. (2018), we use an
information-theoretic framework to analyze the evolving trajectory of the languages that our
agents develop during training. Our approach, however, extends the mentioned framework and
adapts it to the study of kinship, which —unlike color— is a discrete domain.

Our agents learn to communicate successfully in the kinship referential game, although —as
can be seen in Figure 1-the accuracy varies depending on the channel capacity (i.e. the number
of different words that the an agent can potentially choose from). Notably, endowing the agents
with enough words provides them with sufficiently large search space, but this does not entail
that agents make use of every possible word; in fact, Figure 2 suggests that the opposite is
the case. As can be noted, the complexity of the emerged languages (which reflects how agents
effectively attribute the vocabulary to kinship members, such that higher complexity entails more
fine-grained semantic categories) increases during training, but the final complexity is close to
the theoretical optimal curve. At the same time, informativeness also increases during training,
resulting in near-zero information loss in the final language. Our work shows that domain-general
learning —as provided by our neural network agents— combined with a referential objective and
sufficient channel capacity are plausible pressures behind the (near-)optimal kinship systems
found in the world’s languages.
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Figure 1: Communication accuracy of agents playing the kinship referential game, over the
course of learning epochs.
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Figure 2: Complexity and information loss of emerged languages (for channel capacity 64). The
complexity of Dutch is shown as a black diamond, as an example of a natural language. For the
emerged languages, we show the complexity and information loss during learning. The initial
state is shown with a circle, and the final state is shown with a diamond. Different trajectories
represent different initializations of the model. The blue dotted line represents the theoretical
optimal curve. The area below the curve is theoretically unachievable. Since some kinships vary
based on the gender of the ego, we present a model for a female ego (Alice) and a model for a
male ego (Bob).
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Multimodal Negation: Gesture and Prosody in Estonian and Turkish

Pértel Lippus, EvaLiinaAsu, Maarja-Liisa Pilvik:, Liina Lindstrom, Sevilay Sengul Yildiz,
Hatice Zora, Adli Ozyureks:

Institute of Estonian and General Linguistics, University of Tartu, Estonia:
Donders Centre for Cognition, Radboud University, Nijmegen, The Netherlands’
Max Planck Institute for Psycholinguistics, Nijmegen, The Netherlands:
Centre for Language Studies, Radboud University, Nijmegen, The Netherlands®

The aim of this paper isto investigate the relationship between speech and gesture in negation
phrases in two typologically different languages: Estonian and Turkish. More specifically, the
alignment of negation gestures with the prosodically prominent syllables will be studied.

Earlier multimodal studies on different languages (e.g. English [1], French [2], Indonesian [3])
have shown that negation can be associated with recurrent gestures. While these gestures
primarily have different communicative functions than the beat gestures, they are still often
aligned with prosodically prominent units in speech [4].

In Estonian, standard (clausal) negation is asymmetric [5]: the negative verb form is different
from the affirmative form (negation particle e + different connegative verb stem, e.g. Ma e
jookse ‘I not run.CNG’). The negation particle always immediately precedes the verb. In speech,
the verb receives a pitch accent and the negation particle is therefore deaccented. In Turkish,
verbal negation is expressed through suffixation, and the negation suffix -mA is added directly
to the verb stem (verb stem + negation suffix -mA, e.g., Ben kogsmam ‘1 run.NEG.1SG’). While
word-level prosodic prominencetypically falls on the final syllable of aword in Turkish, some
non-accentable morphemes, like the negation suffix, can shift it to the preceding syllable [6].

The Estonian data consists of 20 video recordings of dialogues (a30 min) between 40 speakers
taken from the Phonetic Corpus of Estonian Spontaneous Speech [7]. The Turkish data consists
of spontaneous dialoguesincluding 87 different speakerstaken fromY ouTube. The speech was
annotated in Praat [8] (words, sounds, syllables, morphological categories) and the gestures
were manually annotated in ELAN [9]. The prosodic analysis focused on duration, pitch, and
intensity relative to negation markers.

The Estonian data contained 2056 negation phrases of which 475 (23%) were associated with
a gesture (339 head shakes, 136 hand gestures) and the Turkish data contained 211 negation
phrases of which 179 (85%) were accompanied by a gesture (72 backward hand flips, 19 head
tilts, and 9 eyebrow movements — all occurring in isolation — and 79 combined gestures
involving hand and head or hand and eyebrows). Both in Turkish and Estonian the magjority
(79-87%) of the gestures preceded the negation marker. While we expected the gestures to be
aligned with the accented syllable, the onset of hand gesturesin Estonian preceded the accented
syllable by an average of 497 msand that of head gestures by 542 ms. In Turkish, when aligned
with the negation marker, the onset of the gesture stroke preceded it by 648 ms. However, when
aligned with the accented syllabl e that precedes the negation marker, the lead time was reduced
to 504 ms — a pattern strikingly similar to what we found in Estonian.
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Pre-attentional Processing of Estonian Quantity Stimuli in Russian-Estonian Bilinguals

Estonian prosody features a three-way quantity distinction (Q1, Q2, Q3) based on the
duration of the first (stressed) syllable, the duration of the second syllable, and the pitch cue
(Lippus et al., 2011). Previous behavioral studies indicate that native Estonian speakers use
both durational and pitch cues to distinguish between Q2 and Q3, whereas Russian native
speakers rely primarily on durational differences (Meister & Meister, 2011). EEG
experimental studies also confirmed that perception of the quantity stimuli varied not only
based on physical characteristics but also according to the participant’s native language,
confirming that the meaning of a word influences the early automatic processing of
phonological features (Kask et al., 2021). The current study aimed to investigate how
Russian-Estonian bilinguals differ in perception of Estonian quantity, depending on the age at
which they began acquiring Estonian (age of acquisition) and their level of Estonian.

The study employed a two-part experimental design: 1) a web-based self-report questionnaire
collecting demographic data, musicality, handedness, language skills, Estonian language
exposure, use and learning experience; 2) laboratory-based EEG measurements using the
mismatch negativity (MMN) paradigm (N&atanen et al., 2004) to assess the early neural
responses to Estonian quantity distinctions.

Stimuli consisted of 2 minimal triplets (sada ‘hundred’ vs. saada ‘send’ vs. saada ‘get’; pole
‘is not’ vs. poole ‘half’ gen vs. poole ‘toward”), recorded by male and female native Estonian
speakers. Eight stimuli series included natural speech samples, re-synthesized versions
manipulating pitch and duration, and a control condition with non-linguistic stimuli. There
were 1 standard and 3 deviant stimuli in each series. EEG data were recorded from 64 scalp
electrodes, with additional electrodes tracking eye movements and facial muscle activity. Pre-
and post-experimental tests included critical flicker frequency test (Simonson & Brozek,
1952), lexical proficiency task (LexEst, Loo et al, 2024), audiometry, and self-reported
fatigue questionnaire. Participants watched a silent movie while stimuli were presented to
headphones.

A total of 73 Russian-Estonian bilinguals participated in the study, divided into three groups
based on their age of acquisition (AoA) of Estonian: bilingual first language acquisition
(BFLA) group (AoA 0-4 years) included 24 participants, mean age 23.9 years (SD = 6.6),
early second language acquisition (SLA) group (AoA 5-8 years) included 26 participants,
mean age 26.2 years (SD = 6.4) and late second language acquisition (SLA) group (AoA 15-
34 years) included 23 participants, mean age 29.3 years (SD = 6.3).

EEG data were preprocessed using BrainVision Analyzer 2.1, with standardization and
artifact correction applied. Cleaned data were averaged within each subject for each event
type (standard and deviant). Further analyses were conducted in R, focusing on frontal
regions of interest (AF3, F1, F3, F5, FC1, FC3; AF4, F2, F4, F6, FC2, FC4). A repeated-
measures ANOVA was performed to examine MMN differences across participant groups and
conditions.

Preliminary results indicate that early exposure to language enhances pre-attentional
processing of language-specific stimuli. These findings align with previous research
suggesting that linguistic background influences early and automatic auditory processing due
to brain plasticity.
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Figures

Figure 1. Distribution of LexEst results, self-reported level of Estonian and years of exposure to Estonian (% of
life) by group (1 — BFLA, 2 — early SLA, 3 — late SLA).
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Figures 2. MMN response for series using ’saada’ with manipulations in change and duration of the first vowel.
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The Estonian Auditory Lexical Decision database: expanding methodological
diversity in psycholinguistics
Kaidi Léo, Anton Malmi and Benjamin V. Tucker

Large-scale lexical decision databases are important for understanding word recognition,
yet the few current auditory lexical decision datasets (Dutch: Ernestus & Cutler, 2015;
French: Ferrand et al., 2018, and English: Tucker et al., 2019) focus on rather morpho-
logical simple languages. To address this gap, we introduce the Estonian Auditory Lexical
Decision Database (EALD), a dataset with responses from 412 native Estonian speakers
(aged 18-72 years; 321 females, 85 males, 10 non-binary) to 8800 Estonian words and
pseudowords, collected online using the OpenSesame software and the JATOS server
Mindprobe (Lange et al., 2015). The stimuli entail monomorphemic, inflected, derived,
and compound Estonian words. Compared to the languages mentioned above, Estonian
has a more complex agglutinative and fusional case-marking system, resulting in large
morphological paradigms that significantly influence word recognition processes (L6o et
al., 2018). In addition to behavioral responses, we provide auditory and lexical informa-
tion, enabling researchers to analyze the effects of syllable and morphological structure,
phonotactics, word frequency, and both orthographic and phonological neighborhood den-
sity on auditory word recognition.

Our preliminary results using regression analyses show that reaction times are faster with
increasing written word frequency and inflectional paradigm size, and decreasing phono-
logical neighborhood density. Data shows a nonlinear relationship between listeners’ age
and reaction time. Reaction times increase between 18 and 30 years decrease between
30 and 50 years, and increase again after 50 years. Additionally, time of day influences
performance, with slower responses recorded at night time.

By making all our auditory, behavioral, and lexical data of EALD available in OSF, we aim to
enhance the current methodological diversity in psycholinguistics, providing researchers
with a valuable tool to explore morphological processing and spoken word recognition in
Estonian.

0520



= MEDAL Final Conference Mackiewicz et al.

Beyond Typology: Individual Differences in Second Language Learning and Academic
Achievement among Russian-Speaking University Students in Estonia

Authors: J., Mackiewicz', V. Vihman?, P. Milin’
"University of Birmingham, 2University of Tartu
Abstract

This study builds on prior research examining the role of typological distance in second
language (L2) acquisition among university students from diverse linguistic backgrounds
(Mackiewicz, under review). The main findings indicated that slower linguistic progress among
Chinese learners, compared to their European peers—whose first languages are typologically
closer to English—was largely attributable to differences in initial proficiency and the extent of
exposure to English. More succinctly, the findings suggest that, at higher levels of L2 proficiency,
the amount and nature of learners’ prior experience with the target language may exert a
stronger influence on developmental trajectories than structural distance alone.

To explore this hypothesis further, we examine Russian L1 speakers’ proficiency in Estonian, a
language that is also typologically distant from their native tongue. Unlike international students
in the UK, however, Russian-L1 learners of L2 Estonian are typically born and raised in the
country, rather than migrating there. The broader situated environment in which their L2
development occurs is unique in several respects. First, active proficiency in Estonian among
non-native speakers remains relatively low, with only around 41% reporting functional fluency
(Kaldur et al., 2023). With regards to Russian L1 university students, they have reported feeling
underprepared for studying in Estonian-based curricula, despite having studied in Estonian
schools aimed at raising L2 Estonian proficiency (Klaas-Lang et al., 2022) and often fall behind
in academic performance, which in turn affects societal integration (Erss, 2023). Finally, the
urgency surrounding Estonia’s ongoing education reform—which aims to establish Estonian as
the sole language of instruction in all schools by 2030 (Popova, 2023)—creates additional
pressure on L2 acquisition. Together, these factors constitute a complex and dynamic
environment in which Estonian is acquired as a second language, offering a distinctive lens
through which to examine L2 development more broadly.

Drawing on a sample of university students who met the B2 language entry requirements of the
Common European Framework of Reference for Languages, we examine how individual
differences relate to L2 proficiency—specifically vocabulary knowledge and reading skills—and
to self-reported academic achievement. By focusing on a linguistically minoritised student
population with diverse language learning histories—ranging from early immersion in Estonian
to late-start, classroom-based instruction—this study offers novel insights into the complex
factors shaping language development and academic outcomes in second language higher
education contexts.

Erss, M. (2023). Comparing student agency in an ethnically and culturally segregated society:
How Estonian and Russian speaking adolescents achieve agency in school. Pedagogy,
Culture & Society, 33(2), 439-461.

Kaldur, K., Pert§jonok, N., Toomik, K., Khrapunenko, M., Kivistik, K., Aavik, A.-L., & Jurkov, K.
(2023). The organisation of Estonian language learning in restricted language
environments: Creating sustainable and effective integrated solutions. Balti Uuringute
Instituut. URL: https://www.ibs.ee/en/publications/the-organization-of-estonian-
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Klaas-Lang, B., Koreinik, K., & Rozenvalde, K. (2023). From school to university: What features of
communication culture do students with Russian as a dominant language notice?
Journal of Estonian and Finno-Ugric Linguistics, 14(2), 187-211.

Mackiewicz, J. (under review). Are they ready? Rethinking linguistic preparedness of
international students in English-medium Higher Education.

Popova, Z. (2023). CONFIRMED: 2030 IS THE End-Date of The Russian-Language Education in
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How do children acquire consonants with multiple lingual gestures?
Anton Malmi (University of Tartu, Estonia), Claire Nance (Lancaster University, UK)

As children grow, the size and proportions of their vocal anatomy also evolve [1]. Depending on
the child, adult-like vocal anatomy proportions are reached anywhere between the ages of 7-18
years [2]. A child’s tongue is proportionally shorter than an adult's tongue. Also, the larynx,
which is connected to the tongue, is proportionally higher up, bringing the posterior part of the
tongue a lot closer to the hard palate [3]. Cross-linguistic studies show that children acquire
different speech sounds in a hierarchical order dependent on these physiological changes.
Specifically, consonant acquisition continues up to around 6 years old, and consonants requiring
multiple articulatory gestures are reported to be acquired late, for example, /d3/, /kwh/, 1/ [4].

Our study investigates how children negotiate the constraints of their developing
anatomy and the need to produce intelligible speech. We focus on consonants with multiple
articulatory gestures, using secondary palatalisation as a case study. Due to the relative size of
the hard palate and tongue, child speech is reportedly produced with a palatal quality, and
audible palatalisation is produced early on [5], [6]. But, producing adult-like phonemic secondary
palatalisation requires precise coordination of multiple tongue gestures, which is reported to be
challenging for younger children [7]. We aim to investigate 1) if children develop a different
articulatory strategy for palatalisation compared to adults and 2) how tongue gestures
necessary for secondary articulations are refined across childhood.

In this pilot study, we use ultrasound tongue imaging to investigate children's tongue
gesture development for phonemically palatalised /li ni si ti/ and non-palatalised consonants /I n
s t/ in Estonian. We have collected ultrasound tongue images and acoustic recordings of eight
first-language Estonian-speaking children (four aged 3—4 years, four aged 6-7) and eight
first-language Estonian-speaking adults aged 32-46. The recordings were made in Articulate
Assistant Advanced (AAA) v221.4.1. The participants were asked to repeat a pre-recorded word
that they heard through the laptop speakers. The experiment consisted of 24 single words. This
includes eight minimal pairs for the palatalisation contrast (16 words total) and a further eight
words with a palatalised consonant where no corresponding non-palatalised minimal pair exists.
Each word was repeated five times. We recorded 120 tokens from each participant, making the
total number of tokens to 1920.

The recordings were made using a Telemed Micrus ultrasound machine, a 20mm radius
convex probe at 3MHz frequency, ~90Hz frame rate, and a stabilisation headset [8] and lapel
microphone. Splines were fitted to the ultrasound data using DeepLabCut in AAA [9]. Acoustic
data were labelled in Praat [10] and then reimported into AAA for defining acoustic landmarks in
the analysis. Ultrasound spline coordinates were rotated to each speaker’s occlusal plane [11]
and extracted at the acoustic midpoint for further analysis.

The analysis is ongoing. We are using two methods to quantify and compare tongue
shapes: Modified Curvature Index (MCI) and the Number of Inflections (NINFL). MCI calculates
normalised curvature of the tongue shape and shows how curled up or stretched out the tongue
is [12], [13]. NINFL calculates the number of times a curve changes from concave to convex
[14]. We will fit linear mixed-effects models to the MCI and ordinal mixed-effects models on the
NINFL data to study the main effects and interactions of age, consonant, and palatalisation.

Following the results from a similar study with Gaelic children [15], we expect Estonian
children’s tongue shapes for palatalised consonants to be flatter than adults' due to the relatively
larger size of the tongue compared to the hard palate. We also predict that the tongue shapes
go from fewer to more inflections with age as children acquire advanced control of their tongue.
We discuss the implications of these results for normative data in clinical practice and for
models of the acquisition of speech-motor control [16].
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How similar are language skills among family members in early childhood? A
systematic review of nuclear family associations

Magda Matetovici, Hans-Fredrik Sunde, Sergio Miguel Pereira Soares, Selim
Sametoglu, Elsje van Bergen and Caroline Rowland

Studies that show positive associations between speech input from parents and the lan-
guage skills of young children prompt us to assume that differences in language abilities
are directly caused by how and how much parents talk. However, parents’ input also
reflects their language skills, which are subject to genetic as well as environmental in-
fluences, thus could affect the language skills of children through both or either of these
pathways. Studies rarely correlate parent and child language skills during childhood, either
because they do not consider that parent input might depend on their skills, or because
they equate input with parents’ language skills. We argue that parent input and parent lan-
guage skills are related but separate constructs, and that it is important to know the effect
of both in order to understand the intergenerational transmission of language skills and the
reasons why children differ in their language abilities. As a first step in this direction, in this
paper we present a systematic review that investigates the similarity between the language
skills of children and their parents, as well as between the parents themselves; the latter
correlation informs our interpretation of the genetic influence of the two parents on their
children (if two parents are more alike than we would expect by chance, we also expect a
larger correlation between parents and children). We performed a pre-registered system-
atic search in PsycINFO, SCOPUS, Web of Science, ERIC and ProQuest Dissertations
and Theses of English language articles. We present correlations between the language
skills of parents and their children and between the language skills of the two parents in
their native language(s) using a language test or assessment. We document the direction
and magnitude of these associations, summarize the explanations these studies provide
for their findings and identify potential moderators. Lastly, we assess the methodological
quality of studies included in our review and document potential differences between high
and low quality papers.
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The development of speaking skills in B1-level Estonian L2 courses
Katrin Mikk

Speaking is an important but difficult skill for second/foreign language learners to acquire
(Thornbury 2005). Even learners who pass standardized language tests may still struggle
with everyday spoken communication. While speaking skills are most effectively devel-
oped in the language environment (Doehler, Eskildsen 2022), they can also be success-
fully developed in the language classroom. In this context, teachers play a crucial role
in selecting appropriate and engaging learning activities (Bittner-Collins, 2012) and in-
creasing the amount of speaking in class. Like other language skills, speaking can be ac-
quired or learned both implicitly and explicitly. In my study, | investigate how the language
learning methods used in language courses influence the development of learners’ speak-
ing skills. To explore this, | observed nine Estonian L2 group lessons (three lessons per
group). Each course lasted 120 hours (approximately three months). For data collection, |
recorded class activities and captured learners’ speaking performances at both the begin-
ning and end of the course. Additionally, | developed an assessment tool to measure and
evaluate learners’ speaking development. This instrument offers a more comprehensive
approach compared to earlier tools for assessing speaking skills. The assessment tool
is used to evaluate learners’ speaking development across several dimensions, including
willingness and initiative to speak, collaboration with a partner, fluency, pronunciation, vo-
cabulary, and grammatical accuracy. As this study is part of my doctoral dissertation, in
the future, | will compare the results from each group, considering the activities and lan-
guage learning methods used in the lessons, in order to answer the following questions:
1. How much time was spent on speaking activities in class, and what was the amount of
speaking for each student? 2. What is the correlation between classroom activities and
the development of learners’ speaking skills?

In my presentation, | will present findings obtained through the assessment tool, which
show changes in different components of learners’ speaking skill development over the
duration of the course.
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What experimental evidence can tell us about homesign creation

Deaf and hard of hearing children (DHH) born to a hearing, non-signing family often innovate their own
gestural systems known as homesigns. These are of great interest to language development researchers
because they exhibit certain fundamental properties of natural languages such as recursion, combinatoriality,
and argument structure (Flaherty et al., 2021) despite their creators not having access to a (fully) usable
linguistic model. The standard assumption in homesign research is that caregivers unknowingly provide their
children with input by producing gestures alongside their speech. These have been shown to lack linguistic
structure; thus, it is further assumed that the children systematize the inconsistent input they were exposed
to, innovating linguistic structure. Although this assumption has been discussed at length from a theoretical
standpoint, it has never been, to my knowledge, discussed or examined from a neurocognitive perspective.

The present research is an original review that synthesizes experimental evidence from a variety of
methods including event-related fMRI, artificial language learning, and silent gesture aimed at investigating
the internal processes that would be necessary for the standard assumption to be possible. The findings of
the reviewed experiments can be classified into three categories: (i) the linguistic dimension of gestures (ii)
the effects of cross-modal reorganization following congenital deafness, and (iii) children’s increased
capacity to regularize inconsistencies in their input and innovate linguistic structure.

The nature of gestures, particularly when produced simultaneously with speech, has been the subject
of a large body of research (see Ozyiirek, 2014 for a comprehensive review) where they are often argued to
supplement the semantic, pragmatic, and syntactic content of spoken utterances. As such, their processing
interacts with that of speech and largely takes place in the language areas of the brain, specifically, in the
inferior frontal and superior temporal gyri (IFG and STG), which correspond to Broca’s and Wernicke’s
areas, respectively (Wolf et al., 2017). While it is known that hearing children also make use of gestures
during acquisition (Oz¢aliskan & Dimitrova, 2013), homesigners do not have access to the spoken language
information that gestures complement, they only have access to the gestures. Could they be able to derive
more information from these gestures than their hearing peers and, if yes, what enables them to do so?

Sensory loss induces an adaptive mechanism of the brain known as cross-modal reorganization,
where areas designated to the processing of the lost modality are repurposed, leading to enhanced
performance in the remaining modalities (Bonna et al., 2021). Crucially, this is the result of sensory loss
itself, not of individual experience, e.g., sign language exposure in childhood (Hall et al., 2019), which might
in fact improve spoken language outcomes in DHH children with cochlear implants (Davidson et al., 2014).
In the congenitally deaf, the primary auditory cortex is repurposed, engaging in the processing of visual
stimuli, resulting in both attentional and perceptual enhancements, specifically in the peripheral visual field
(Scott et al., 2014). fMRI studies have shown that non-linguistically structured manual communication
(gestures) activate brain areas that are traditionally involved in the processing of language (e.g., STG) to a
significantly greater extent in early deaf individuals than in hearing individuals (Simon et al., 2020). This
suggests that gestures can be processed as linguistic material, especially in the early deaf, where cortical
activation patterns during the processing of meaningful gestures (emblems) have been shown to be near-
identical to those during the processing of American Sign Language (ASL) signs (Husain et al., 2009).

Regarding the ability to innovate structure, a common experimental method is silent gesture (e.g.,
Bohn et al., 2019; Ozgaliskan et al., 2016). Bohn et al. (2019) found that children spontaneously created core
linguistic properties, including conventionality and compositionality when asked to describe a picture scene
without using spoken language. Compositional gestures improved comprehension compared to holistic ones
and subtle differences were ignored with participants copying each other’s gestures and converging on one
form, demonstrating an increased capacity for regularization (Bohn et al., 2019). Experiments employing
different methodologies, such as miniature artificial languages (Hudson Kam & Newport, 2009) and pattern
recognition and rearrangement tasks (Kempe et al., 2015) report comparable findings regarding children’s
capacity for regularizing inconsistent input and converging on forms that are more easily transmissible and
reproducible. In comparison, adults are more likely to reproduce inconsistencies until the number of alternate
forms is too great or they occur in low frequency (Hudson Kam & Newport, 2009).

This project highlights not only the necessity of interdisciplinarity in research, but also of the use of
novel experimental methodologies in scientific inquiry. Technological advances have allowed us to obtain
evidence for hypotheses that form the foundation of a major current within the field of linguistics (see Finkl
et al., 2020 for experimental evidence of a ‘core language network’ separated from externalization channels).
Similarly, the collection of evidence presented here has provided support for claims that have been central
to homesign research for at least the past 20 years (see Goldin-Meadow, 2005) without having been explored
to their full extent.
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Grammar description of Estonian Sign Language: Methodological Approaches

Goal. The paper describes a number of methodological approaches to developing a
grammar description for Estonian Sign Language, one of the sign languages used by
the Estonian Deaf communities.

Questions. Two main questions concern the grammar description and the design of
the described grammar of Estonian Sign Language: What are the methodological
challenges and solutions for the development of the grammar sketch in Estonian Sign
Language? How can the grammar sketch of Estonian Sign Language be designed?

Findings. The paper explores six issues that emerged during the process of grammar
description: (a) the definition of grammar description; (b) possible cross-linguistic and
cross-modal effects in the description process; (c) the role of linguistic knowledge of
Estonian Sign Language users during the process of data collection and analysis; (d)
the process of reviewing technical glossaries regarding linguistic concepts and
grammar design; and (e) the design of the layout; (f) collaboration with deaf and
academic communities during the process.

Discussion. These issues are explored within the framework of community-based
empowerment research (cf. Czaykowska-Higgins, 2009; Yamada, 2007; Rice, 2018)
to preserve and explore the linguistic diversity of Estonian Sign Language in Estonia.
(according to Hale, 1992; Kadanya, 2006). The paper provides a starting point for
discussing the role of grammar description, including language resources and
language documentation as a toolkit.

Keywords: Estonian Sign Language; grammar description; language resources;
terminological development; community-based research
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Assessing scalar meaning: afirst exploratory study on some Italian scalar-additive focus
particles

Sentences with scal ar-additive even-like particles convey three layers of meaning. They
entail the corresponding sentences without the particle (assertion); they presuppose that at |east
one of the associate’s [1] focus alternatives satisfies the predicate (additive presupposition),
and that these alternative(s) are somewhat ordered (scalar presupposition) [2], [3], [4]. When
even-like particles interact with negation, both the assertion and the scalar and additive
presuppositions get reversed. In Italian, the closest correspondent of even is held to be persino
[5]. However, other particles can trigger similar scalar and additive presuppositions. For
example, pure-neppure and anche-neanche [6], [7], [8]. At present, little experimental work
has been carried out on Italian even-like operators, though. To our knowledge, only one study
was conducted on the processing of persino in adults [9]. Hence, it is yet to be determined
whether Italian adult speakers use the various scal ar-additive focus operators of their language
interchangeably, or whether somewhat of a division of labour holds among them.

To verify this, we designed a multiple-choice cloze test targeting the operators persino-
persino...non, pure-neppure and anche-neanche. Wefirst presented partici pants with adrawing
and a short story and then asked them to fill in a concluding sentence by choosing one of these
six particles provided as aternatives (Figure 1). Following [10], we ideated the pictures and
stories in order to make participants build expectations about which of the characters shown
was the most or least likely to carry out the action described — an action which could eventually
be either successfully accomplished or failed by al. Via employment of the multiple choice
cloze-test methodology, we could observe how the rate of particle selection varied depending
on the character focalised in the concluding sentences and on the outcome of the stories.
Importantly, then, this paradigm allowed us to collect more intuitive responses concerning the
acceptability of the targeted particles in the various conditions compared to other well-
established methodologies involving more explicit judgements or ratings. Via within-subject
manipulation of Polarity (positive-negative) and Character (likely-middle), our experiment
consisted of 80 (48 experimental) trials, which could appear under four possible conditions.

We analysed the responses of 82 monolingua Italian adults (39 females; age M=30) via
multinomial logistic regressions on Particle Type, with Polarity and Character as fixed effects
in interaction and Participant as random intercept. The model returned a significant interaction
between Polarity and Character (y°=64.20, p<.001), as well as a significant main effect of both
Character (x*=375.03, p<.001) and Polarity (y°=15.50, p<.001). As shown in Figure 2, persino-
persino...non were the most selected alternatives in both positive and negative contexts with
focus on the likely character (79% and 49%, respectively), which seems to indicate that these
were the aternatives mostly associated with the expression of the scalar presupposition.
Interestingly, the choice rate of persino...non in negative contexts was lower than that of
persino in positive ones. Pure-neppure were rather chosen more in negative (26%) than in
positive contexts (3%) in association with the likely character. In negative ones, neppure was
chosen at an equa rate when coupled with the likely (26%) and the middle character (26%),
and its selection rate on the likely was almost on a par with that of neanche (25%). All this
seems to indicate that also anche, neanche and neppure — though not pure — are compatible
with a scalar interpretation. Last, the fact that anche-neanche were the most selected
alternatives in association with the middle character (anche: 83%; neanche: 68%) appears to
suggest that these were felt as the ‘less scalar’ among the alternatives provided.

All in dl, these data not only seem to point out that, in Italian, some scalar-additive
focus operators are associated with the expression of the scalar presupposition more than others.
They aso show that some of the positive-negative pairs investigated — particularly, persino-
persino...non and pure-neppure — are not always employed in an exact complementary way as
their positive counterparts — afact certainly worth scrutinizing in further detail.

1
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Figures
Figure1— An example of experimental trial (translation in italics)
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Sign Language Users in Estonia: Language Demography Survey

Goal and background. This paper provides insights into the linguistic landscape of
sign language users in Estonia through a series of selected qualitative and quantitative
methods. While there is no comprehensive statistical data on the linguistic diversity of
sign languages in Estonia, the most recent census provides only basic data: 1,464
sign language users in Estonia, with 754 people using sign language as their first
language (Lass, Vassiljeva, & Randoja, 2023), without any indication of their linguistic
background and other sociolinguistic variations.

Questions. The paper investigates two questions concerning sign languages and their
users equally: (a) what patterns can be identified in the linguistic landscape of sign
language users in Estonia and (b) what are the linguistic profiles of sign language
users in Estonia?

Methodology. The mixed method of data collection includes two quantitative and one
qualitative method. The data on linguistic demography and language attitudes/choice
of sign language users in Estonia were collected through an online questionnaire-
based survey, while the language profile of sign language users was collected through
personal interviews as an exploratory method. The collection of statistical data was
complemented by on-site sessions in Tallinn, Narva, Tartu, Véru, Parnu, Kuressaare
(N=149), while the language portrait interviews took place in Tartu, Narva and Tallinn
(N=15). The use of mixed methods also provides indirect data on the linguistic vitality
of Estonian Sign Language through responses on language attitudes and choices
(Pauwels, 2016).

Findings. The paper presents findings in four categories: (a) the patterns and
distribution of sign languages, especially Estonian Sign Language, and other
languages in Estonia; (b) the role of sign languages and languages in the lives of sign
language users; (c) the general language attitudes towards sign languages and
languages in Estonia; (d) the language choices of Estonian Sign Language users in
three selected settings.

Discussion. The paper discusses the novelty of the applied methods as a
triangulation method, beyond the fact that it is the first time the language demography
survey in Estonia is available in Estonian Sign Language for its users. The results
provide invaluable insights into (a) the linguistic landscape of the sign language
communities in Estonia; (b) the distribution of Estonian Sign Language users along
sociolinguistic variables; (c) the language knowledge of sign language users; (d) the
language attitudes and choices of sign language users with respect to the languages
in their immediate environment. In addition, the data are very useful for examining the
diversity of backgrounds and needs of sign language users. Beyond practical
applications, this research has broader implications for language policy, curriculum
development and communication accessibility in Estonia, serving as a crucial tool for
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shaping language resources, education and social planning (Verdoodt, 2017, Moreno-
Fernandez, 2023; Lass et al., 2023).

Keywords: Estonian Sign Language; sign multilingualism; language demography;
language portrait; language attitude and choice
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Language Resources in Estonian Sign Language Research

Introduction. Language resources include data, tools and standards that are essential
for documenting, preserving and sharing sign language data in deaf communities, not
only for research purposes, but also for educational and cultural reasons.

Issues. Recent developments, in particular the lexicographic work on Estonian Sign
Language carried out by the Estonian Language Institute, are available as a language
resource toolkit for different user groups. At the same time, a network of language
resources for Estonian Sign Language that focuses on the development of sustainable
and usable tools needs to be established. Moreover, more efforts needs to be made to
establish discourse in Deaf and academic communities about the role of Estonian Sign
Language resources.

Proposal. The paper explores and examines the role and functions of language
resources in the research of Estonian Sign Language with the aim of revising the
precedent works: (a) Visuolab (Rathmann et al., 2024) for documenting and sharing the
sign language data, (b) Signbank 2.0 (Quadros et al., 2024) for organising
lexicographically the signs of Estonian Sign Language, (c) transcription and annotation
conventions for creating the linguistic data on sign language data, (d) management,
storage and sharing of sign language data; (e) the role of metadata in the data
management of sign language data.

Discussion. The paper discusses the role of sign language resources within the system
of Estonian language resources and examines sustainable and effective ways to maintain
and share these resources among the Deaf and academic communities in light of the
F.A.l.LR. and C.A.R.E. principles (Wilkinson et al. 2016; Caroll et al. 2020) as tools serving
Digital Humanities 2.0 (Davidson, 2008). It also explores how the software and toolkits
are reviewed and verified in collaboration with stakeholders from the Deaf and academic
communities.

Keywords: Estonian Sign Language; language resources; Signbank 2.0; Visuolab
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Comparing human and LLM predictions of English ‘actually’ tokens in natural speech

This study compares large language models (LLMs) and human participants in their ability to
predict a pragmatically-sensitive word meaning, specifically the English discourse marker
actually. Pragmatic meanings convey beliefs, emotions, and discourse goals, requiring
sensitivity to real-world context. Humans acquire language through social interaction and direct
experience, while LLMs learn from massive textual datasets without direct exposure to
real-world situations. This fundamental difference in how words are learned raises questions
about the extent to which LLMs ‘understand’ context-dependent pragmatic meaning.

We conducted a series of cloze tests using naturally-occurring spoken corpus examples
containing actually (extracted from the Providence corpus’ in CHILDES?, varying both the type
and quantity of linguistic and behavioral context provided. We created six distinct conditions
ranging from minimal context (target utterance only) to rich contexts which include preceding
and following utterances as well as behavioral descriptions. Participants—both human (recruited
via Amazon Mechanical Turk®) and LLMs (BERT*, RoBERTa®, ELECTRA?, GPT-3.57,
GPT-4-Turbo®, and GPT-40°%)—were tasked with predicting the missing word.

Fig. 1 presents the results of the cloze task. GPT-4-Turbo consistently achieved the highest
accuracy, even surpassing human participants in several conditions, while RoOBERTa also
performed near human levels. For both LLMs and humans, accuracy increased with more
linguistic context (especially preceding context) and was unaffected or even negatively affected
by the presence of behavioral descriptions. However, a closer analysis showed that LLMs and
humans excelled on different subsets of the data: inter-predictor agreement, measured by
Krippendorff's alpha'™, demonstrated that human participants aligned closely with one another,
while LLMs showed high internal consistency but low agreement with human judgments (Fig. 2).
This suggests humans and LLMs are using fundamentally distinct mechanisms for predicting
this meaning.

Our study involves a number of methodological innovations. Our use of spoken corpus data
(albeit represented as text) for our cloze test items ensures that our results offer a high degree
of ecological validity. Furthermore, we included descriptions of actual co-occurring behaviors in
order to provide a representation of the physical and social context surrounding the tokens. The
fact that behavioral descriptions failed to improve accuracy suggests behavioral information is
not effectively represented by text, highlighting a challenge in integrating multi-modal contextual
information in word prediction tasks. Finally, our study measures both accuracy as well as
inter-predictor agreement between LLMs and humans; the two-pronged approach allowed us to
discover important differences between LLMs and humans that are masked by similarities in
overall performance.

Our study contributes to the growing discourse on the interpretive capabilities of LLMs in the
pragmatic domain. By combining real corpus data, varied contextual conditions including
behavioural information, and multiple measures of success, our methods revealed a nuanced
picture of the strengths and limitations of LLMs on pragmatic language tasks.
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Fig. 1. Proportion of accurate guesses (guesses containing ‘actually’) for each model and human participants, in each
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‘eating lunch’) and description of accompanying behaviors (e.g. ‘child picks up spoon’); 3utts+act_cat+behav = target,
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Fig. 2. Inter-annotator agreement (using Krippendorff's alpha) between different models and human participants
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Using machine translation to study contact-induced language change
Heete Sahkai

Language contact can induce language change, including typological change (Thoma-
son 2001, 2003, Heine & Kuteva 2005, Matras 2009). Many languages in the world are
currently subject to an unprecedented scale of contact with English as a global language
(see e.g. Zenner 2023). This scale of contact is expected to give rise to interferences and
contact-induced change in the languages undergoing such contact, raising the question
how to discover and study these potential changes. The goal of this talk is to explore a
method that allows both to test specific hypotheses and to mine for potential changes in a
data-driven way. The method relies on translation as an instance of language production
in a contact situation (Kranich 2014, Koetze 2020). Translated texts are thus expected to
document the interferences that can arise in a particular contact situation: “While translat-
ing a text from a source language (SL) to a target language (TL), the bilingual individual
must activate his/her competence in both these languages. The product of this process
can exhibit an impact of features of the SL on the target text (TT).” (Kranich 2014:97)

There are potentially many ways of studying source language interferences in translated
texts, for instance, by comparing corpora of original and translated texts. This talk pro-
poses a method relying on translation engines that have been trained on parallel corpora
of source language texts and their translations into the target language. The method con-
sists in using machine translation to translate original target language texts into the source
language and then back to the target language, and comparing the original texts with their
backtranslations. Grammatical differences between the original texts and their backtrans-
lations can potentially result from source language interferences that are present in the
training data. This method allows for a more controlled comparison of original and trans-
lated texts than simply comparing corpora of distinct original and translated texts since the
two conditions are otherwise more equal.

The talk will report a pilot study that compared head-dependent orders in 100 sentences
from Estonian original fiction works extracted from the Estonian National Corpus 2023
(ENC2023, Koppel et al. 2023) and their machine-translated backtranslations from En-
glish, generated with the MTee translation engine (Bergmanis et al. 2022). More specif-
ically, the study focused on head-dependent orders in non-finite VPs complementing
nouns. Estonian is characterised by a variation in the order of heads and dependents in
several contexts where English only allows head-initial order. It can thus be hypothesised
that contact with English will increase the proportion of head-initial orders in Estonian. The
results of the pilot study supported this hypothesis as the original sentences contained sig-
nificantly less head-initial VPs than their backtranslations. The results were validated by
comparing head-dependent orders in a set of 478 original and 478 translated sentences
extracted from the fiction sub-corpus of the ENC2023. Again, the translated sentences
contained significantly more head-initial VPs than the original sentences.
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Online Computerized Adaptive Tests of Children’s Vocabulary Development in
Dutch

Selim Sametoglu, Magda Matetovici, Marieke van den Akker and Caroline Rowland

Measuring children’s early language skills is vital for understanding their cognitive, social,
and behavioral development. The MacArthur-Bates Communicative Development Inven-
tories (CDI) are widely used parent-report tools to assess young children’s language but,
their length imposes significant time burdens on participants. Shorter fixed forms have
been introduced but remain inefficient, as all items must still be administered, including
those irrelevant to the child’s developmental level.

Computerized adaptive testing (CAT) offers a promising alternative. By dynamically se-
lecting test items based on prior responses, CAT minimizes the number of items needed
while maintaining measurement precision. Previous studies on American English, Mexi-
can Spanish, and other languages have shown that CAT significantly reduces completion
time while retaining strong correlations with full CDI scores.

Here we report on the development of a CAT version of the Dutch CDI (NL-CDI-CAT)
based on the data from N = 1650 12 to 30-month-old Dutch-learning children living in the
Netherlands. Using item-response theory (IRT) modeling, we identified suitable models for
vocabulary comprehension and production, and conducted CAT simulations to optimize
design parameters. We then collected new data (N = 60) using both CAT and traditional
CDls, together with language subscales of the Dutch-Bayley’s Infant Development Scale
(Bayley-llI-NL) to evaluate test-retest reliability and validity (convergent and concurrent)
of NL-CDI-CAT.

By reducing participant burden, the Dutch CDI-CAT offers an efficient alternative to the
assessment of language development in Dutch-speaking children. This can potentially fa-
cilitate early identification and interventions for language development-related disorders.
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Distributive or collective: Which interpretation is more accessible?

This study examines how Italian-speaking children and adults interpret a specific type of ambiguous sentence
— transitive sentences with plural subjects and an indefinite object. By comparing children’s performance
across two linguistic domains, production and comprehension, we explore the implications of our findings for
semantic representation and language development.

Introduction Ambiguous sentences with plural subjects can be understood as involving individual actions or
as collective group actions. For example, sentences such as “the girls are carrying a ladder” can mean that each
girl has her own ladder (distributive interpretation) or that they are all carrying a single ladder together
(collective interpretation). Semantic theories suggest that the distributive interpretation is more complex, as it
requires a semantic operator (D=APAxVy[y < x A Atom(y) — P(y)]) that applies a property P to each atomic
subset y of a sum x (1,2,3). Across different languages and tasks, adults tend to favor collective interpretations
of ambiguous sentences (4,5,6,7), whereas children’s preferences vary, with studies reporting no interpretation
preferences or even a tendency toward distributive readings — thus questioning the assumption of their greater
complexity (6,7,8). In Italian, only one study has explored this topic (7), finding that children accept both
readings in a Truth Value Judgment Task (TVJT) until the age of 10/11.

The study To our knowledge, no study has yet explored the production domain and thus combined evidence
from production and comprehension. We investigated how Italian-speaking children and adults interpret
ambiguous sentences and how they produce linguistic expressions to disambiguate them, comparing their
performance across tasks from a developmental perspective. We included in our sample 31 preschoolers (16
females; age M=5.4, range=5;3-6;3), 44 second graders (22 females; age M=7.5, range=6;11-8;5) and 32
adults (15 females; age M=34.3). We employed similar stimuli in both tasks, that is, scenes with two pictures
representing either a distributive or collective interpretation of actions familiar to young children and
ambiguous between the two interpretations, such as carrying a ladder (Figure 1). In the production study,
participants described each picture, and responses were coded as marked if including distributive (e.g., ognuno,
“each”) or collective markers (e.g., insieme, “together”), or unmarked. In the comprehension task, each trial
was paired with a sentence with definite plurals in subject position, either unmarked (and thus ambiguous)
(e.g., le ragazze portano una scala, “the girls are carrying a ladder”), marked for distributivity (e.g., le ragazze
portano ognuna una scala, “the girls are carrying a ladder each”) or marked for collectivity (e.g., le ragazze
portano insieme una scala, “the girls are carrying a ladder together”). Participants selected the picture that
best matched the sentence. To prevent the comprehension task (where linguistic markers were presented with
corresponding pictures) from influencing the production task, we administered it first in a separate session.

Results In the comprehension task, the distributive and collective conditions served as a baseline to ensure
that children distinguished between the two readings, as confirmed by their high accuracy scores (preschoolers:
Mpistr=85%, Mcori=95%; second graders: Mpistr=93%, Mcorr=98%). In the unmarked condition, our main
focus, a Kruskal-Wallis test revealed no significant difference between age groups (p=0.65): all groups rarely
selected the distributive picture (Mprescr=15.05%; Mseconpor=12.88%; Mapurrs=18.23%) (Figure 2). In the
production task (Figure 3), mixed models of logistic regression showed that overall adults produced more
linguistic markers than both groups of children (p<0.0001) and second graders more than preschoolers
(p<0.0001). Moreover, adults and second graders produced more distributive than collective markers (p=0.001;
p<0.0001), while preschoolers did not show a significant difference between the two (p=0.099).

Discussion In the comprehension domain, all three age groups favored collective interpretations of ambiguous
sentences. While this was anticipated for adults, the same tendency in young children was unexpected: this is
the first evidence of a collective preference for definite plural subjects in preschoolers, supporting the semantic
hypothesis that distributive interpretations are not the default meaning of ambiguous sentences. The production
data are compatible with this conclusion, as distributive descriptions were marked more frequently than
collective ones by older children and adults. However, our results on comprehension contrast with previous
ones (6,7,8), likely due to differences in experimental paradigms (e.g., TVTJs, picture selection tasks, act-out
tasks) or stimuli (e.g., transitive sentences with numerals in subject position) or cross-linguistic differences
(9). Finally, despite their similar comprehension patterns, younger children differed markedly from older
children and adults in production, rarely using disambiguating markers. Further research is needed to establish
at what stage of the concept-to-form mapping they encountered difficulties — recognizing the need for
disambiguation or retrieving the appropriate linguistic markers.
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Figure 1: Exampletrid: digributive and collective pictures representing girls carrying a ladder.
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to the standard error). (the bars display the standard error).
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Iconicity is a core property of spoken and signed languages (Perniss et al., 2010). The meanings of some
iconic signs can be guessed without prior linguistic knowledge at least by some hearing participants
(Ortega et al. 2019 but see Sevcikova, Sehyr & Emmorey 2019), although language knowledge
considerably boosts the perception of iconicity (Occhino et al. 2017). Iconicity also may drive the
evolution of grammatical structure in emerging sign languages (Aronoff et al., 2005; Sandler et al.
2011). Many sign languages show great cross-linguistic similarities in their lexicons and grammars due
to overlap in iconic motivations and mappings (e.g. Currie et al. 2002, Borstell et al. 2016). Many
signing communities have a large proportion of signers with variable access to sign languages and a
range of sign language acquisition experiences and it has been suggested that this may impact sign
language structure (e.g., Schembri et al., 2018), perhaps resulting in a greater proportion of
systematically iconic and highly learnable structures. Nevertheless, the bulk of studies on the
pervasiveness of iconicity in sign languages have focussed on the lexicon.

In the SignMorph Project, we are designing novel ways to try to answer questions about the
nature and role of iconicity in British Sign Language (BSL) grammar. In a first set of studies, we are
interested in exploring iconicity in BSL morphology by testing hearing non-signers on whether they
correctly identify the meaning of morphological modifications in BSL, using both (1) a forced-choice
guessing task and an (2) open response task on Prolific. We presented 100 hearing participants without
sign language knowledge with pairs of signed stimuli: a base/unmodified form (or ‘citation form’) of a
sign and the same sign form with morphological modification. Morphological modifications of verbs
included directionality (modification of the base sign’s initial and final location), plural marking (sweep
vs. repeated movement added to the base sign), and aspect marking (fast vs. slow reduplication of the
base sign), as well as non-manual modification of verbs and adjectives (puffed cheeks vs. tongue
protrusion co-produced with the base sign). Combining descriptive (Figure 1) and inferential statistics,
our data suggests that the meaning of BSL morphology is guessable in the forced choice task even
without language knowledge. A Bayesian binomial regression analysis (random intercepts per item and
participant) suggests that the accuracy of hearing non-signers in picking the correct response was
reliably much better than chance for all four categories of morphological modification. In the open
response task with 20 participants, however, we found lower levels of accuracy overall. Together, these
findings suggest that iconicity in sign language morphology is partly accessible without sign language
knowledge due to shared human cognition. Showing that hearing non-signers can access iconicity in
morphological structures similar to how they are able to use it on the lexical level emphasizes the
resilience of iconicity in sign languages and highlights the importance of the core property of iconicity
in language emergence and evolution.

We are now designing a second set of studies looking at the relationship between iconicity and
learnability in BSL morphology. Following Smith (2024), we will show participants (hearing non-
signers) images of animals performing movements (e.g., a giraffe moving horizontally) accompanied by
videos of BSL descriptions consisting of a lexical item followed by a classifier construction depicting
both the referent and the movement. Our stimuli consist of 6 animals performing 3 movements (18
stimuli total). We will test how accurately and how quickly non-signers are able to produce the BSL
morphological constructions used to describe these scenes in at least two conditions: an iconic BSL
condition pairing scenes with the relevant iconic BSL descriptions and a counter-iconic condition
randomly pairing BSL descriptions to scenes. We will run the experiment on Prolific Academic,
collecting data from 40 participants per condition, and our analysis will follow our pre-registration.
Because of the iconic properties of sign language morphology, we expect participants in the BSL
condition to produce classifier constructions that are more accurate and faster than participants in the
counter-iconic condition.

Together these two sets of studies represent innovative combinations of existing experimental
methods to investigate the iconicity and learnability of BSL morphology.
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Are each and all the same? The development of universal quantifiers in Dutch

Most languages have multiple universal quantifiers (e.g., all, each), which specify slightly
different meanings (e.g., Gil, 1995). In English, for example, each pig flew to the moon usually
means that each pig individually flew to the moon, while all pigs flew to the moon can also mean
that all pigs flew to the moon together. This difference is due to quantifier distributivity (e.g.,
Champollion, 2017): Each, a distributive quantifier, forces the separate application of the
predicate to the individuals in the quantified set, while all, a non-distributive quantifier, also
allows the collective application of the predicate to the set as-a-whole. Children learning their
first language must figure out that there are multiple terms that express universal quantification,
and that these terms differ in distributivity. What is the trajectory of this development? Do
children initially treat all universal quantifiers the same and later develop sensitivity to
distributivity (e.g., Brooks & Braine, 1998; Syrett, 2019)? Or do they learn that distributive
quantifiers specify distributivity from the outset?

We conducted a Dutch experiment, in which we tested children’s command of the non-
distributive universal quantifier alle and the distributive universal quantifiers elk and ieder (which
are synonymous). For exploratory purposes, we also included floating quantifiers, which are not
adjacent to the noun they modify (e.g., The pigs have all flown to the moon), using floating elk
and floating allemaal (the floating form of alle). Our experiment consisted of an act-out task and
a truth-value judgment task, which were administered in separate sessions. In the act-out task,
children moved toy animals based on prompts like Nu gaan alle varkens naar de wei (“Now, all
pigs go to the field”). In the truth-value judgment task, children evaluated sentences like Hier
staan alle varkens in de wei (“Here, all pigs are in the field”) against matching and non-matching
pictures. In both tasks, we varied the quantifier in the prompt.

Seventy-six children participated in our experiment (age: 4;0-5;9). Data collection of the
act-out task is complete (Figure 1). These data show that the non-distributive quantifiers (alle
and floating allemaal) are more often interpreted as universal quantifiers than the non-
distributive quantifiers — a pattern confirmed by mixed-effects model analyses (Tables 1-2).
Data processing for the truth-value judgement task is still ongoing, so we have not yet conducted
inferential analysis for this task. Descriptively, however, the preliminary results of this task
corroborate the pattern in the act-out task: When the picture matched the sentence, non-
distributive quantifiers are accepted more often. When the picture mismatched the sentence,
non-distributive quantifiers are accepted less often. Moreover, both tasks show no clear
differences between determiner and floating quantifiers or any strong age effects. This suggests
that children acquire alle and floating allemaal as universal quantifiers before age four, while the
acquisition of elk and ieder is protracted.

Our results suggest that children acquire non-distributive universal quantifiers before
distributive ones. One explanation is that children may lack semantics of the distributive elk and
ieder, which are low-frequent words (anonymous, in prep). Another explanation is that children
may understand elk and ieder as distributive quantifiers and struggle with their interpretation in
the context of our experiment. To test the latter hypothesis, we will conduct a follow-up
experiment with an act-out task (in which children give hay bales to individual animals, using
prompts Nu krijgt elke koe hooi ‘Each cow gets hay') and a truth-value judgment task (in which
children evaluate sentences like Hier heeft elke koe hooi ‘Each cow has hay’). In this
experiment, the context involves a one-to-one correspondence between the individuals in the
guantified set (‘cows’) and the predicated property (‘hay’), and thus promotes a distributive
reading. If children understand that elk and ieder are distributive, they may understand these
terms better in the context of this task. We start data collection soon, so we can present these
results at the MEDAL conference.
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Figure 1: Act-out task results
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Note. In the act-out task, children were given six toy
animals. On each trial, they were asked to move these toy
animals to a field, with prompts like 'Nu gaat elk varken
naar de wei' (Now, each pig goes to the field). These
results show that the children moved all six toy animals
when prompted with the non-distributive quantifiers ‘alle’ or
‘allemaal (float)’, even though the other quantifiers (which
are all distributive) also express universal quantification.
Moreover, there is no clear descriptive effect of age. Here,
we represent age as categorical for ease of illustration.

Table 2: Pairwise comparisons Quantifier, act-
out task.

Table 1: Logit mixed-effect model analyses, act-out task

Df X2 p
Analysis 1:
alle, elk, and ieder conditions

Quantifier 2 19.90 <0.001
Age 1 2.04 253
Quantifier x 2 1.02 602
Age

Analysis 2:

alle, allemaal (floating), elk, and elk (floating) conditions

Quantifier 3 9.78 20
Age 1 2.15 143
Quantifier x 3 0.41 939
Age

Note. These outcomes report model mixed-effect model
comparisons, assessed using X2 tests on the log-likelihood
of different models in which fixed effects were removed
one by one. Age was a continuous variable, centred
around the mean, and Quantifier was sum-coded. The
random-effects structure included random slopes for
Quantifier by Participant and Item as well as random
intercepts by Participant and Item (the most maximal
model that converged). We first analysed the data in the
alle, elk and ieder conditions to assess differences
between the determiner quantifiers. Then, we analysed
the data in the alle, allemaal (floating), elk, and elk
(floating) conditions to assess differences between
determiner and floating quantifiers.

Comparison SE z-ratio p-value

Analysis 1: Figure 2: Preliminary truth-value judgement task results

alle, elk, and ieder conditions ;
alle-elk 2.69 4.00 <0.001 Padivveiue josgament task
080 rOgOmon of SCCepied Sevilences

alle-ieder 2.62 3.86 <0.001 - 4yvaroity Sopearskis
elk-ieder 0.36 -1.16 248

Analysis 2:

alle, allemaal (floating), elk, and elk (floating) : ¢ My e

conditions + ety pewns
alle-allemaal 2.79 0.66 509
(floating)
elk-elk (floating) 0.58 -1.74 163 4
alle-elk 2.57 2.83 27 - S S SN A

& & 7 ,‘

alle-elk (floating) 2.55 2.46 69 5°
elk-allemaal 2.26 2.41 69 Note. In the truth-value judgement task, children were asked to evaluate
(floating) sentences like ‘Hier staat elk varken in de wei’ (“Here, each cow is in the
allemaal 2.24 1.98 143 field”) against matching or mismatching pictures. These preliminary results
(floating)-elk suggest that children’s accuracy is higher in the all and allemaal (float)
(floating) conditions compared to the other conditions (which involve non-distributive

Note. The pairwise comparisons were carried
out using estimated marginal means. p-values
were adjusted using the Holm method.
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The success of Neural Language Models on syntactic island effects is not universal: strong wh-island
sensitivity in English but not in Dutch

Introduction. A much-debated question in linguistics is how humans acquire grammatical knowledge:
are we born with a language-specific learning capacity, or can we learn language from input alone? The
recent introduction of neural language models (NLMs) can greatly influence this debate. NLMs learn
solely from their input in combination with their inductive biases, and thus without any built-in linguistic
representations. If these networks can learn specific grammatical phenomena, this suggests that these
phenomena can, in principle, be learned without language-specific learning biases. Recent research has
looked at the learnability of one of the most studied phenomena in experimental syntax, syntactic island
effects (see example in Table 1), to investigate whether NLMs are sensitive to island violations (e.g.,
Wilcox et al. 2024). Syntactic islands (e.g., wh-phrases) are structures in which formation of filler-gap
dependencies is blocked, and are an ideal test bed here because they rarely occur in training data and
NLMs do not have built-in linguistic knowledge to fall back on. Research has mostly shown successful
results: NLMs seem able to model island effects in English, but the correspondence between model and
human behavior on islands is only assumed. In existing research, the behaviors of NLMs are almost
never compared to human data and are almost exclusively researched in English, which makes it difficult
to claim that NLMs can model island effects in ways that are comparable to humans. The present study
addresses these gaps by incorporating actual data from human experiments and by looking beyond
English.

Methods. We make two important improvements on earlier work. First, we present an NLM and human
participants with the same sentences (Table 1). By collecting both model-assigned sentence probabilities
and participant acceptability judgments, we directly compare whether the model represents island
sensitivity similarly to humans. Second, we take this approach beyond English and compare NLM and
human behavior in both English and Dutch, since the languages, though related, differ in their word
order (SVO vs. SOV). Moreover, we are currently running similar experiments in Turkish, a language
that is more morphologically complex than English and Dutch and has a flexible word order (we expect
to have these results at the conference).

Results. The results for English and Dutch are shown in Figure 1. Figure 1 (top) shows that the strong
wh-island sensitivity of NLMs in English is replicated and that this sensitivity is comparable to that of
English participants: the NLM and the participants show the same patterns in their results. The same
cannot be said for Dutch, however (see bottom of Figure 1). While the Dutch participants showed a
strong sensitivity to wh-island violations, with patterns comparable to the English participants, the
sensitivity of the Dutch model was not statistically significant (although in the right direction).

Conclusion. NLMs are not successful in all languages (yet) (e.g., Dutch), so more cross-linguistic
research is necessary before NLMs can be claimed to bear on the human capacity for grammar learning.
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Table 1. Example sentences used in the Dutch (NL) and English (EN) experiments, crossing the factors
PRESENCE OF GAP (‘cookies’ vs. _ (a gap); indicated in orange), and PRESENCE OF FILLER (‘that’vs.
‘What’; indicated in blue) in non-islands and wh-islands (indicated in red between curly brackets).

Gap? Filler? Example sentence in non-island and w#-island configuration
No No NL Ik weet dat jij {denkt dat/betwijfelt of} de bakker kockjes maakt in de bakkerij.
I know that you {think that/doubt if} the baker cookies makes in the bakery
EN Iknow that you {think that/doubt whether} the baker makes cookies in the bakery.
No Yes NL  *lkweet wat jij {denkt dat/betwijfelt of} de bakker kockjes maakt in de bakkerij.
I know what you {think that/doubt if} the baker cookies makes in the bakery
EN  *I know what you {think that/doubt whether} the baker makes cookics in the bakery.
Yes No NL  *lkweet dat jij {denkt dat/betwijfelt of} de bakker — maakt in de bakkerij.
I know that you {think that/doubt if} the baker GAP makes in the bakery
EN  *I know that you {think that/doubt whether} the baker makes in the bakery.
Yes Yes NL Ik weet wat jij {denkt dat/*betwijfelt of} de bakker maakt in de bakkerij.
I know what you {think that/doubt if} the baker GAP makes in the bakery

EN Iknow what you {think that/*doubt whether} the baker makes in the bakery.
Note. The Dutch and English sentences only differ in the object-verb order in the embedded sentence (koekjes maakt vs. ‘makes
cookies’).

Figure 1. Mean standardized acceptability judgements (right plot) and mean Syntactic Log-Odds Ratio
value (i.e., frequency- and length-corrected surprisal; left plot) for every combination of PRESENCE OF
GAP and PRESENCE OF FILLER within non-islands (top and bottom left) and wh-islands (top and bottom
right) for English (top plots) and Dutch (bottom plots). Error bars represent 95% confidence intervals.
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Narrative Arcs in Computational Literary Studies: Methods and Perspectives with
Examples from the Field of Computational Drama Analysis

The concept of the narrative arc fundamentally shapes how we understand stories, yet it lacks
a clear and consistent definition. In computational literary studies (CLS), different
methodological approaches uncover different arcs. For this reason, I argue that, despite the
general and vague use of the term, it is important to examine different methodologies in detail
and in relation to each other.

There are two main strands of research within CLS that attempt to quantify the narrative
arc: those focusing on linguistic-semantic changes and those examining formal changes.
Linguistic approaches can themselves be further subdivided. One line of inquiry investigates
thematic shifts in a text using methods such as word or document embeddings and topic
modeling. These techniques can reveal how rapidly a text transitions between topics, the
semantic distance of those shifts, and the degree of circularity in the narrative structure (Toubia
2021, Schmidt 2015).

Another line of semantic analysis involves tracking the temporal distribution of
predefined word groups—as opposed to those generated through text mining techniques such
as topic modeling. One of the most popular and widely used methods for identifying narrative
arcs is the analysis of changes of sentiment in texts. This approach is based on the assumption
that fluctuations in emotional tone across a narrative correlate with its structure—revealing plot
arcs through patterns of rising and falling sentiment, which could indicate changes in narrative
tension and the fate of the heroes. At the same time, the distribution of other word groups can
also be examined in order to analyze the development of the plot.

It is also possible to focus on formal changes in a text. Prose fiction has received
relatively little attention from this perspective so far. However, examples can also be found
here, mainly in the trends observed in sentence length. In contrast, computational drama
analysis often examines the formal structure of plays mostly through the study of character
networks (see Fischer et al. 2017, Szemes and Nagy 2025, Szemes 2025).

This poster not only reviews these methodological strands but also presents findings
from my own research in computational drama analysis. By combining sentiment analysis with
the temporal study of character networks, I show how narrative arcs can be detected in dramatic
texts. The results demonstrate that such arcs can illuminate key structural and thematic aspects
of narratives, providing new perspectives for interpretation. Moreover, they also reveal
meaningful genre-level differences and similarities.
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Word learning of metaphors in space and time domains

Children struggle to learn temporal word meanings that do not refer to observable referents.' As
an underlying mechanism, polysemy could facilitate learning such abstract meanings by mapping
them onto familiar meanings in a related and concrete domain.?* Prior work on how word meanings
are learned and metaphorically extended revealed that children learned the meaning of a novel word
better in the space domain than in the sound domain. Once they learn the meaning of the novel word,
they can extend the meaning to the other domain equally well.* However, these domains do not rely
on shared conceptual structures to the same extent as do space and time.® To better understand the
learning mechanism, we investigated the differences in learning and extending word meanings as a
function of the domain (space, time). Here, we ask to what extent shared conceptual structures
between space and time scaffold how spatial and temporal meanings are learned and extended.

In Study 1, our preregistered sample consisted of Turkish speaking 4-5-year-olds (n = 40, M,,. =
4.90) and 6-to-7-year-olds (n = 38, M,,. = 4.94). Photos of eight objects and videos of eight events
with short vs. long versions were used to teach a novel word. We manipulated the direction of
metaphorical extension and randomly assigned children to space-to-time or time-to-space directions.
During word training, children were taught either the spatial meaning of the novel word “femi”
(meaning long) with long vs. short objects in the space domain or the temporal meaning of the novel
word with long vs. short events in the time domain. We tested to what extent children could learn the
meaning of the novel word in the trained domain and extend the meaning to an untrained domain.

For word learning, we tested whether abstract temporal meanings would be more difficult to learn
than spatial meanings. A glmer model revealed a fixed effect of Domain (space, time; = -3.106, SE
=0.485, p <.001) and interaction between Domain and Age (4-5-year-olds, 6-to-7-year-olds; =
-1.974, SE =0.937, p = .035; Fig 1A), indicating that children were more accurate in space domain
than time, but this difference was larger for 4- to 5-year-olds than 6- to 7-year-olds. In fact, 4-to
S-year-olds performed at chance level in the time domain (p = .130). For word extension, we tested
whether word extension reflects the dominant direction in language, such that extending the meaning
from space to time would be easier than from time to space. A glmer revealed a fixed effect of Age (B
=-0.860, SE = 0.356, p = .016; Fig 1B). There was no significant difference in Direction
(space-to-time, time-to-space) or an interaction between Direction and Age. However, only 6- to
7-year-olds in the space-to-time direction performed above chance level (p <.001), indicating that
although there was no difference, children struggled to extend the meaning to an untrained domain.

In Study 2, we reduced the cognitive load in temporal discrimination to test whether the difficulty
of learning the temporal meaning is related to the differences in spatial and temporal processing. To
do so, we presented video recordings of events simultaneously in the time domain. Our preregistered
sample consisted of Turkish speaking 4- to 5-year-olds (n = 40, M,,.=5.17) and 6- to 7-year- olds (n =
40, M,,.=7.11). For word learning, A glmer model revealed a fixed effect of Domain (f =-1.631, SE =
0.635, p=.010) and Age (p =-1.630, SE = 0.612, p =.007; Fig 2A). Importantly, both age groups
performed above chance level in both domains. For word extension, A glmer revealed a fixed effect of
Age (B=-2.697, SE =0.637, p <.001; Fig 2B). There was no significant difference in Direction or an
interaction between Direction and Age. However, 4- to 5-year-olds still performed at chance level
both in space-to-time (p = .056) and time-to-space directions (p = .051).

In both studies, children learned the spatial meaning of the novel word better than the temporal
meaning. Reducing the cognitive load of temporal discrimination supported children in learning and
extending the temporal meaning, but it did not eliminate the difference between spatial and temporal
meaning or developmental differences between age groups. Once 6- to 7-year-olds learned the
meaning, they could extend it to the untrained domain equally well. These results suggest that
polysemy supports learning abstract word meanings by mapping them onto familiar meanings in a
related and concrete domain.>*
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Figure 2. Mean Accuracy for (A) Word Learning in Space and Time Domains and (B) Word
Extension in Space-to-Time and Time-to-Space Directions in Study 2
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What hides behind the covert expression of perception in traditional storytelling:
A contrastive corpus-based study

Languages vary widely in the way they encode sensory information and in how systematically they
do it for particular senses. Perceptual experiences can be expressed lexically by perception verbs
(Aikhenvald & Storch 2013; San Roque et al. 2015, inter alia), ‘depictive’ devices such as ideophones
and onomatopoeia (Dingemanse 2011), and demonstratives (Evans & Wilkins 2000), or
grammatically through sensory evidentials (Aikhenvald 2004). In addition, the expression of
perception can remain implicit in the narrative context without overt reference to the specific sense.
For instance, the verb ‘laugh’ in (1) implies the perception of the sound by characters in the story.
In a similar manner, explicit mention of indexes such as footprints or traces, as in (2), suggests their
perception by a character, involving vision. Often, covert expression of perception can be found in
speech and thought, attributed to characters in the story, as in (3).

(1) bé gbdglo Iogs  bé bile ¢é gnu

then hyena laugh then bird DEF fly

‘Then the Hyena laughed, and the bird flew away.’ Wan (Mande; Cote d’lvoire)
(2) e 206 é né é cé by é gla  tgiii

3sG  came 3sG  child DEF foot trace DEF took until

‘He went [and] followed his child’s footprints.’ Wan (Mande; Cote d’lvoire)
(3) Ou, komansaj, s’ajba kojka?a tahariabi? nanuamani

INTER)  INTERJ seven idol:AuG now real:ADV

hitadit’in  d’Udf d’ermaani tanidiariai?  kan’it’iiribadata?.

real:ADv period:GEN middle:PROLAT soO:LIM:ADV CUt:DRV:PASS:INFER:3PL.R

‘(He climbed the mountain.) “Ah, it’s rather interesting. Here are seven idols cut in the

middle of their bodies.”’ Nganasan (Uralic; Northern Siberia)

A corpus-based study of narratives in five understudied languages from three linguistic areas
(Chuvash, Nganasan, Selkup, Udihe, and Wan) shows that overt expression of perception by lexical
means is predominant for vision, while auditory perception more often remains implied in the
context (AUTHORS submitted). In this study, we explore possible reasons for this asymmetry in the
expression of auditory and visual perception, focusing specifically on narrative factors.

Covert expression of perception tends to occur in contexts associated with the internal
focalization of perceptual experience, conceptualized as a primitive contextual model ‘I came — |
saw — | understood — | said: WOW!" (Skribnik 2023: 240). Such focalization often precedes an
important narrative part, or opens a new scene, as in (3). We use a combination of criteria for
narrative analysis from Labov (1972) and for thematic unity from van Dijk (1981) to annotate a
corpus of narratives for episode boundaries and check whether the type of perceptual expression
correlates with its position in the narrative structure.

Our preliminary results show that overt lexical encoding of visual perception often occurs at
the beginning of new episodes, while covert expression precedes particularly important and often
surprising narrative developments. Visual but not auditory perception is often evoked in referring
to events and characters in previous narrative parts. Such references are more likely to be described
explicitly but their presence does not correlate with a particular position in the narrative structure.
Thus, we also identify cases in which overt reference to perception may happen independently of
its position in the narrative structure but may be caused by the additional functions of highlighting
important narrative parts through their more frequent mention in different contexts.

More generally, our study illustrates how new methods for data annotation and analysis can
be used for quantitative cross-linguistic comparison of corpus data from understudied languages.
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Teenagers’ use of new quotatives in spoken Estonian: A combined quantitative and qualitative
analysis

Abstract

European languages are known for having developed ‘new quotative’ strategies consisting of
etymologically non-reportative markers like similative/comparative adpositions (e.g. Eng. like,
Ru. tipa ‘like’), demonstratives (Ger. so), and quantifiers (Eng. all, Swe. ba(ra) ‘just, only’)
(Buchstaller & van Alphen 2012: xiv). Colloquial Estonian shows evidence of a similar
development in both online communication (Teptiuk 2019: 273-277) and spoken language
(Kéngsepp et al. 2022), employing lexical sources found in other European languages (e.g.
similative nagu in [1]). Additionally, a lexical source not previously discussed is also used in
quotative constructions, namely, the indefinite pronoun mingi ‘some [kind of]” as shown in (2).

1)  ja siis  ma  ol-i-n nagu ohmygod  nii creepy
and then 1SG  be-PST-1SG  like  INTERJ SO creepy
‘and then I was like oh my god, so creepy’

) ohtu-1 ldh-me mingi tere  Maarika

evening-ADE go-PRS.IPL  some.kind.of hello PN
‘in the evening, we could go [and be] like hi, Maarika!’

Although new quotative strategies in colloquial written Estonian have been investigated in
previous studies, there are no systematic attempts to approach this topic in spoken Estonian.
This study addresses this gap and describes quotative strategies used in colloquial spoken
Estonian, with a focus on the quotative use of the similative marker nagu ‘like’ and the
indefinite pronoun mingi ‘some [kind of]’. We use data from the Estonian teenagers’ spoken
corpus, consisting in self-recorded oral conversations between two or more speakers aged 10—
18 (Koreinik et al., 2023). We use two data samples: the first includes all instances of reported
discourse observed in ten representative recordings (470 examples, ~8 hours). The second
sample includes all uses of mingi and nagu from the spoken corpus (79 transcribed recordings,
total duration ~59 hours) and taking a random sample balanced for age and gender of the
speakers for both markers. This yielded 1068 observations of nagu and 1083 observations of
mingi, of which we found 8% and 6% quotative uses, respectively.

We first present an overview of quotative constructions observed in the first data sample,
including conventional strategies, new quotatives, and ‘defenestration’ where the quotative
construction is formally unrepresented (Spronck 2017). Second, we use the two samples and
discuss quotative uses of nagu and mingi. In terms of form, we focus on the morphosyntactic
contexts of each marker and their combination with other markers within a quotative strategy.
Functionally, we investigate how these markers are used with reported discourse: in quotations
and self-quotations, introducing reported thought, non-verbal demonstrations, as well as
reported speech. Finally, we discuss the value of a combined approach based on both
quantitative and qualitative analysis.
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Abstract

Challenges in the Qualitative Analysis of Texts: A Comparison of Five AI Models for Evaluating

Affective Tonality in University Students’ Self-Reported Attitudes Toward Al Applications
Andrus Tins

Following the public release of ChatGPT on November 30, 2022, public discourse in Estonia became
notably polarized in its response to artificial intelligence (AI). Preliminary studies suggest that this
polarization began to soften within six months as the general public became more accustomed to the
once-novel concept of Al technologies. Nevertheless, by spring 2023, the comment sections of major
Estonian news outlets continued to reflect a pronounced divide between pro- and anti-Al sentiments
(Tins, 2023). At that time, Al remained a relatively novel concept for majority of the general population,

and its rapid adoption provoked skepticism and emotionally charged reactions.

The present study builds on this context by examining affective responses to Al among university
students in Estonia. Designed as an experimental investigation, the study explores the potential of Al-

assisted tools for the qualitative interpretation of textual data within the humanities.

The dataset comprises responses from 82 full-time undergraduate students (median age: 21) enrolled in
cultural and creative disciplines at an Estonian university, collected in autumn 2024. Participants were
asked to reflect on whether and how they had used AI applications for personal benefit, and were

encouraged to elaborate more broadly on their experiences and opinions.

The data were analyzed using five model—scale combinations: OpenAI’s GPT-40 and GPT-3.5 models,
each applied with the PANAS (Positive and Negative Affect Schedule; Watson, Clark, & Tellegen, 1988)
and VAD (Valence—Arousal-Dominance; cf. Bradley & Lang, 1994; Mohammad, 2018) affective
frameworks; and the Estonian-language classifier tartuNLP/EstBERT128-sentiment (Tanvir et al., 2021).
To provide a comparative reference, two human coders independently analyzed the same dataset using
the exact same instructions given to the GPT models (including definitions of the PANAS and VAD

scales, numerical labels, and scoring rules).

The findings suggest that students remain affectively divided in their attitudes toward Al, as indicated by
the relatively low incidence of neutral sentiment classifications. Notable differences emerged between
models. The EstBERT sentiment classifier, for example, identified approximately two-thirds of the texts
as expressing a negative net sentiment. In contrast, the GPT-3.5-based models—using both the PANAS

and VAD frameworks—classified about two-thirds of the texts as conveying a positive net emotional
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tone. While the GPT models are not specifically designed for sentiment classification in Estonian
language, this study aimed to explore their analytical performance under highly structured and consistent

prompting conditions.
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Heritage Estonian use in Estonian-Norwegian bilingual children: a closer look at
narratives

Adele Vaks

Heritage language is a language that is acquired at home, in the context of a different
societal language. As such, heritage language research offers a fascinating window into
the relationship between language exposure and language use. This talk explores the
patterns of language exposure and use in child bilinguals acquiring Estonian as a heritage
language in Norway.

It is both intuitive and well attested that language exposure has a significant effect on lan-
guage acquisition. However, the relationship between the two is not necessarily straight-
forward, especially in multilingual contexts. A nuanced examination of language exposure
is needed to explain language outcomes. Even closely connected measures like age of
onset of acquisition and length of exposure can have distinct effects on language com-
petence (Smolander et al., 2021). It is also well attested that both the quantity (Agren et
al., 2014; Thordardottir, 2019; Unsworth, 2013), and quality (Daskalaki et al., 2020; Hoff
& Core, 2013) of exposure play a significant role.

The sample in this study includes 23 children aged 5-7 years. Sixteen of them have two
Estonian-speaking parents, while seven have one Norwegian and one Estonian parent.
All children completed three tasks from the Litmus toolkit (Armon-Lotem et al., 2015), in
both Estonian and Norwegian: the Sentence Repetition Task (SRT), the Cross-Linguistic
Lexical Tasks (CLTs), and the Multilingual Assessment Instrument for Narratives (MAIN).
Parents detailed their daily language environments in a customised Q-BEx questionnaire
(De Cat et al., 2022).

The talk presents an overview of the lexical and morphological diversity in bilingual chil-
dren’s Estonian narratives, asking whether measures of linguistic diversity in this type of
task correlate with scores from more structured, targeted language tests (SRT and CLTs).
Correlations between diversity measures in language use, and language exposure mea-
sures (amount of current exposure, amount of cumulative exposure, a richness score in-
dicating quality of exposure) are also investigated. By comparing the results from different
methods for collecting language data, we get a better understanding of what each method
is best suited for and how using them together might deepen our understanding of the
children’s language use and competence.
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The relationship between lexicon, morphology and syntax in English and Estonian

Caroline Rowland, Seamus Donnelly, Piia Taremaa, Ada Urm, Adele Vaks, Virve Vihman
and Tiia Tulviste

A long-standing question in language development — which also touches on fundamental
questions in linguistic theory — is the nature of the relationship between early lexical and
grammatical knowledge. The very strong correlation between the two has led some to
argue that lexical and syntactic knowledge may be inseparable (e.g. Bates & Goodman
1997), consistent with usage-based theories that eschew a distinction between the two
systems (e.g. Goldberg 1995, Lieven 2016). However, little research has explicitly exam-
ined whether early lexical and syntactic knowledge are statistically separable and, if so,
whether morphology patterns with the lexicon or syntax. Two underappreciated method-
ological challenges are present in such research. First, the relationship between lexical,
morphological and grammatical knowledge may change during development. Second,
non-linear mappings between true and observed scores on the language measurement
scales we use could lead to spurious multidimensionality. Donnelly et al. (2025) ad-
dressed these challenges by using data from several time points and a statistical method
robust to such non-linear mappings. We apply their analysis to two languages with con-
trasting morphological systems, to test for effects on the relationship between the three
domains.

Donnelly and colleagues examined item-level vocabulary and syntax data on American
English from the Wordbank database (data collected using Communicative Development
Inventories, CDIs), using Iltem Response Theory. They also analysed longitudinal cor-
pora of American and British English, using the same CDI scale at 18/19, 21, 24 and 30
months. In both studies, they found evidence that, while there is a very strong relation-
ship between vocabulary and syntax knowledge in early language development, the two
are clearly separable from about 18 months. In this talk, based on research conducted in
the MEDAL project, we extend the analysis to morphology, and compare the results from
English and Estonian, a language with a much more extensive and complex morpholog-
ical system. We aimed to determine (a) whether the same patterns hold for morphology
when we compare cross-linguistic data, and (b) whether morphology aligns with lexical or
syntactic development. Our analyses show that the data from both languages are best
explained with a three-factor model.

Although we expected differing effects for morphology in the two languages, the models
show greater similarities in acquisition across languages, and suggest multidimension-
ality in both. Together with the earlier results, the evidence points to the existence of
three separable constructs. The three-factor model suggests that at least somewhat dif-
ferent sources underlie the individual differences in lexical, syntactic and morphological
acquisition in both English and Estonian. We interpret this to support the idea that the
development of lexical, morphological and syntactic systems involve separable, but par-
tially overlapping cognitive processes. We will discuss the implications for theories of early
language acquisition and linguistic structure.
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Learning from learning: Sources of evidence about transparent vowels in Finnic vowel harmony

Background Almost every language with vowel harmony (VH) has vowels that do not actively harmonize;
some vowels are transparent (acting as neither targets nor triggers), some are opaque (acting as triggers but
not targets), and some vacillate in their behaviour, depending e.g. on their location in the word. Multiple
such patterns are found in those Finnic languages with progressive [+/-back] vowel harmony (Kiparsky &
Pajusalu, 2003; Fejes et a., 2024), as summarized in Table 1, but several crucia patterns are found in quite
under-studied languages, with scarce existing literature. In thiswork, we use two intertwined data-driven
approaches — both corpus analyses and learning simulations — to investigate the nature and limits of
transparency. Especialy by studying how VH transparency can be learned, what can we learn about
transparency itself?

Empirical questions In thetypical case, Finnic backness harmony spreads eft-to-right from the root-initial
stressed vowel to subsequent ones, often including suffixes. But what if the word begins with one (or more)
transparent vowels? Several languages allow both front-harmonic (1) and back-harmonic (2) spansto begin
later in the word; spans of multiple transparent vowels are found at least in Finnish (Suomi et al, 2008) and
Seto (Kiparsky and Pgjusalu, 2001). From the learner’s perspective: how much data demonstrates these
patterns, especially the possibility of front-transparent + back-harmonic sequences?

(1) Transparent + front vowel spans (2) Transparent + back vowel spans
pit&-mé | Votic (Markus & pehko-a Ingrian (Markus &
hold-SPN | Rozhanskiy, 2022:333) bush-PART Rozhanskiy, 2014:244)
eteld Finnish (adapted from siskunna Seto (adapted from Eesti
south Suomi et al, 2003) entrails-GEN Keele Instituut, n.d.)

Another unknown is how harmonic behaviour beyond an initial span of transparent vowels depends on
morphological structure. Karlsson (2018) states that in Finnish, stems without back vowels must take front
vowel suffixes, even if the stem’s front vowels are all transparent; this means that transparent-back
sequences are possible within roots (3) but not across aroot+suffix boundary (4). To what extent this
generalizes to other Finnic languages, and how frequently either structure occurs in learners’ inputs, are not
clear.

(3) Root-internal_transparent + back vowel (4) Transparent Root vowels + front suffix
klinikka Finnish (adapted from Suomi et venee-ssa Finnish (adapted from Karlsson,
clinic al, 2008) boat-INE 2018)

Analyses To shed light on these questions, we first analyze existing corpus data from Seto, Karelian,
Livonian, Votic, and Kihnu Estonian (Lindstrom et al., 2022; Boyko et d., 2022) with the aim of
summarizing any post-transparent VH patterns. One pilot study focuses on a minority Estonian dial ect
spoken on Kihnu Island (Lindstrom et al., 2022), revealing skews in the input that learners get about
transparent vowels and backness harmony. For example: of the 4780 non-compound Kihnu wordtypesin the
corpus, only five provide explicit information about whether a sequence of transparent vowelsin the three
initial syllables can precede front- vs back-harmonic vowels (see bolded cellsin Table 2).

Our second approach uses algorithmic simulations of VH acquisition (asin Vesik, in prep) to shed light on
what kinds of patterns are likely to be learnable from the available input data. For instance: if the vast
majority of a learner’s input data consists of relatively short roots, then the developing grammar may only
need to encode vowel harmony emanating from the first two or so vowels. As preliminary support for this
idea, we extracted from the Kihnu Estonian corpus all monophthong-only lemmas, and removed remaining
suffixes (e.g. -ma, supine/infinitive; -mine, nominalizer; -gi, emphatic). Of the resulting 1461 unique stems, a
full 1183 (81%) have only one or two syllables. Overal, our learning simulations (drawing from this and
other minority language corpora) demonstrate that combining methodol ogies can provide deeper insight into
what kinds of linguistic patterns can be learned from realistic exposure to alanguage.
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Vesik & Tessier

Transparency pattern Sample languages Front +transparent | Back + transparent
. Finnish (also Karelian, | pité-nyt |uke-nut

i and e both fully transparent Ingrian, Veps) has kept has read

i fully transp; etransp only in Votic lasi-ma peana-ma

non-final stem syllables be.sick-SPN play-SPN

. “ut'li-va “18ppi-va

i fully transparent North Seto say-SPN end-SPN

i fully transp; etransp only in at'sinda emakkdnd

initial stem syllables South Seto alone mother.

Table 1. Datafrom Karlsson, 2018; Markus & Rozhanskiy, 2022; Lindstrom et al., 2022

#of words # of which contgin # of which have a final V that is...
n with n syllables transparent Vsin all
syllables before the last front back transparent

3 |914 125 (e.g., kiviga) 37 22 66

4 |230 22 (e.g., vedelevad) 3 2 17

5 18 2 (e.g., inimesele) 0 0 2

Table 2. Kihnu Estonian monophthong-only words with initial transparent vowels
(summarized from Lindstrém et d., 2022).
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Approximating language attitudes in a sociolinguistic decision experiment

The decision to use a particular language in interaction depends on various contextual, intra- and
interpersonal factors. Yet, observing a particular exchange as a singular event allows us to control
for varying contextual and interpersonal factors to experiment with the intrapersonal domain, which
is commonly investigated through introspection, surveys, and interviews in sociolinguistic research.
This paper outlines an experimental approach that is currently in preparation, in which the
participants’ revealed preferences for languages shall be measured quantitatively.

The starting point for this experiment is the assumption borrowed from economics and game theory
that each decision is linked to a comparison of the expected utility (or benefit) of all possible
options. The design of the utility function can be as broad and complex as necessary and does not
imply a reduction of sociolinguistic detail. A focus on a singular event helps to further reduce
complexity to only those factors which are relevant in the given setting or in the interaction within a
set of interlocutors. Successful or unsuccessful communication will provide reference points for the
individual to adjust their expected utility for each possible language choice. In the present case, the
main focus lies on materialistic gains and a psychic costs/benefits, with the latter functioning as a
penalty or reward for the use of a given language within each participant. If two interlocutors share
the same benefit of a successful interaction, they still might have different utility depending on their
attitude towards the language used.

The planned experiment will have multilingual participants solve a series of language-based tasks
collaboratively in pairs, where their success determines their shared measurable reward at the end of
each task. After establishing a base-line for each participant’s productivity on the tasks, as well as
after every round of tasks, participants are given feedback on their expected utility in the form of
points per task, points per minute, or correct answers per task. In a second step, incentives are
offered to change the language regime by rewarding or penalising the choice of one of the
experiment’s languages. After informing participants of their success rates, the incentives are altered
and participants given the opportunity to accept the newly offered conditions or retain the old ones.
The psychic costs and rewards can be approximated through the difference of the actual success rate
and the highest or lowest accepted incentive after several repetitions.

The presentation will illustrate the general concept of the experimental approach, expected results,
and their link to sociolinguistic research on language attitudes. It will, furthermore, discuss
advantages and drawbacks in experiment design. Since this experiment is still in preparation, it
would greatly benefit from being discussed at the conference with the option to developing into a

collaborative project.
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ABSTRACT for the MEDAL Final Conference, Tartu, 9-10 September 2025

Subject expression in Pite Saami
Joshua Wilbur « University of Tartu
joshua.wilbur@ut.ee

Pite Saami is a critically endangered Uralic language spoken by a handful of individuals from
Arjeplog municipality in Sweden and adjacent areas of Norway. It has a limited amount of
language resources available for linguistic study; most of these resources are linguistically an-
notated transcriptions of spoken language (often accompanied by audio and even video record-
ings). Pite Saami is an accusative language, and the grammatical subject of Pite Saami clauses
is in the nominative case. Finite verbs in Pite Saami inflect for various morphological categories,
including — crucially — person and number of the grammatical subject (person categories are:
first, second, third; number categories are: singular, dual (for highly animate referents), plural)
(Wilbur 2014). The grammatical subject may be realized as a full noun phrase, as in the first
half of (1), or as a pronoun, as in (2); however, it is not always realized at all, as in (3) or in the
latter half of (1).

(1) jus gusa da-jt ulli, déd burri da-jt

if cow\NOM.PL that-ACC.PL reach\3PL.PRS then eat\3PL.PRS that-ACC.PL

‘if the cows reach it, then they eat it’ [pit080924.221]
(2) mén bada-v Ahkabakte-s

1SG.NOM come-1SG.PRS A.-ELAT.SG
‘I am coming from Ahkabakkte’ [pit080924.004]

(3) daga-jme lastbijla-jt ~ ja daggari-jt
make-1PL.PST truck-ACC.PL and such-ACC.PL
‘we made trucks and such things’ [pit080924.067]

In this talk, | will present the initial results of an on-going investigation into the factors determining
whether the subject is realized in Pite Saami. The initial results at the time of submitting this
abstract are based on a pilot study using a 22 minute conversation between two speakers
(the source of the examples above); the recording is from 2008 and contains 2693 tokens and
694 utterances.! In order to make the study comparable with other GoLD MEDAL studies on
subject realization in Estonian, Finnish, Polish and Russian ([anonymous] manuscript), | have
restricted the data set to include only utterances with a finite verb in first or second person, in
indicative mood; however, | also included negated clauses because the Pite Saami negation
verb is a fully inflecting finite verb, including morphology referencing the person and number of
the grammatical subject.

The resulting dataset consists of 194 finite verbs from this recording. Of these, 38% (n=74)
have an overt subject pronoun, while the other 62% (n=120) lack any overt, realized sub-
ject. These initial results indicate that Pite Saami may differ significantly from similar, spoken
language data assessed for Estonian (a related Uralic language) and Russian, which showed
72% and 59% expressed pronominal subjects, respectively, while also differing from subtitle
data for Finnish and Polish, with 11% and 5% expressed subjects, respectively ([anonymous]
manuscript). However, the Pite Saami data is still being coded and analyzed, so other various
factors which may affect subject realization in Pite Saami, (e.g., person; tense; distance to the
nearest previous subject reference; potentially affirmative vs. negation) will be presented in this
talk.

"Note that these are spontaneous, spoken language utterances that correspond at least as much to intonation units
as they do to discourse-level syntactic units typically referred to as “clauses”.
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Abbreviations
1 first person
3 third person
acc accusative case
elat elative case
nom nominative case
pl plural number
prs  present tense
pst pasttense
sg singular number
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Udmurt discourse particlesin response utterances and beyond: results from corpus and
acceptability judgment task

In this talk, we discuss various methods we applied when researching syntactic and
pragmatic differences between Udmurt (Permic, Urdlic) discourse particles ja, ma, and nu.
These elements stand out in therich system of Udmurt discourse particlesin that they can only
precede structures they modify. In most cases, they occur sentence-initially, unlike other
discourse particles in Udmurt. The meaning of ja, ma, and nu can roughly be rendered by the
English sentence-initial well:

(D[S1] ta-ze ug ju. [S2] ja, odig-ze ju=ni!
this-ACC.3SG.POSS NEG.NPST.1SG drink PTCL  ONe-ACC.3SG.POSS drink=pPTCL
'[S1] I'm not drinking this one. [S2] Well, drink one [shot]!" (Personal materials)

Hypothesis. Based on limited corpus data, we expect that there are differences between the
three particles in terms of their context of use, which can be seen in response contexts of
different kinds.

Data and method. The data for our anadysis comes  from:
1) acceptability ratings for constructed examples set up using the conversational board
technique (Wiltschko 2021), conducted in Standard Udmurt (6 speakers);
2) traditional fieldwork acceptability judgments from three speakers of Beserman (traditionally

classified as a dialect of Udmurt);
3) manually annotated samples of contexts with these particles from the Udmurt and Beserman
corpora.

The combinations of values from the following two parameters were assessed in the
acceptability judgment task.1. Type of initiative utterance (9 different speech acts). 2. Type of
response containing a particle: stand-alone particle as a positive response (‘yes’/’okay’);
particle preceding another positive response word; particle preceding a positive response word
followed by a contradiction; particle preceding a negative response.

The acceptability scale had five points presented descriptively. It was accompanied by an
additional comment field for possible paraphrases and notes about (im)politeness and prosodic
integration.

Corpus examples were annotated by the following parameters. sentence type of the particle-
containing utterance, dial ogic/monologic use, sentence type of theinitiative utterance (if any),
prosodic integration, position of the particle inside the turn, and co-occurrence with other
particles.

Theresultsof the acceptability ratings showed different mapping of thethree particlesalong
the two parameters. The differences in the acceptability of the particles across various types of
response utterances, supported by the corpus evidence, led us to the conclusion that the
particles play different roles in discourse topic management: ja indicates topic closure, nu
indicates topic continuity, and ma marks the issue under discussion as trivial or not of big
importance.

In our talk, we will first focus on the motivation for using acceptability ratingsin the study
of discourse particles. Second, we will discuss the interpretation of the results of the
acceptability ratings, considering the inter-speaker agreement level. Finally, we’ll show how
the results of the acceptability ratings correspond to corpus data.
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